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Abstract—The social Web, represented mainly by social media
sites, is characterized by enriching the life and activities of its
users, thus giving rise to new forms of communication and
interaction. The unlimited possibilities offered by social media
sites generate new problems related to information overload, the
quality of published information and the formation of new social
relationships. This opens the possibility to the contamination of
social media with unwanted and unreliable content (false news,
rumours, spam, hoaxes), which influences the perception and
understanding of events, exposing users to risks. Motivated by
the large amount of heterogeneous information available on the
social Web and considering the consequences of the exposure to
unwanted and unreliable content on social media, the existence
of accounts dedicated to sharing said content, and the rapid
dispersion of both phenomena, the goal of this work is is to
define a profile to describe and estimate the trustworthiness or
reputation of users, to avoid making “bad” recommendations that
could favour the propagation of unreliable content and polluting
users. The contribution of this work lies in the provision of
reliable recommendation systems based on the integration of
techniques that automatically allow the detection of unreliable
content and the users publishing it. The final aim is to reduce the
negative effects of the existence and propagation of such content,
and thus improving the quality of the recommendations.

I. INTRODUCTION AND MOTIVATION

The social web changed the ways in which individuals
consume and produce information. Just as the real world can
be a dangerous place, social media is no exception. Besides
fostering social connections, social media also represent the
ideal environment for undesirable phenomena, such as the
dissemination of unwanted or unreliable content, and misin-
formation. This situation threatens the access to reliable and
trustworthy information and, at the same time, the establish-
ment of reliable social relations due to the proliferation of false
or malicious accounts devoted to the dissemination of such
information. Hence, although social media provides a great
opportunity to learn about events and news, it also produces
scepticism amongst users as relevant and accurate information
coexist with unreliable and undesired information.

All the problems related to information overload and the
quality of published information have led to the study of the
causes of the viral distribution of information. In this way, the
growing tendency to publish rumours and false information has
motivated the development of systems to assess the reliability
of information. However, the vulnerability of individuals and
society to the manipulations made by malicious actors is still
unknown [1, 5]. The increasing availability and popularity of
social media, combined with the potential for automation and
the low cost of producing fraudulent sites, allows the rapid
creation and dissemination of misinformation, which overflows
legitimate users with unreliable information [1], and influences
public opinion, thus diminishing the value and quality of the
social Web in the future and the user experience.

In this context, the recommendation of information similar
to the already know, which is the basis of traditional recom-
mender systems, may not be sufficient to ensure the reliability
of recommendations. Thereby, new techniques are required
for recommending information that is not only relevant to the
users, but also comes from trustworthy sources. Trust analysis
could help to mitigate those problems as it allows determining
from whom to receive information, with whom to share it and
which information to trust. New challenges arise regarding
how to determine the trustworthiness of friends, content or
locations to recommend, and, more importantly, how such
trustworthiness can be integrated into existing recommender
systems.

Motivated by the rapid dispersion and consequences of ex-
posure to unwanted content on social networks, the existence
of accounts dedicated to sharing such content, and the rapid
dispersion of both phenomena, the hypothesis guiding this
work is that the analysis of user and content credibility and
trustworthiness can allow the development of more precise
recommendation techniques that avoid the problems associ-
ated with social media pollution. Particularly, the goal is to
define a profile to describe and estimate the trustworthiness
or reputation of users, to avoid favouring the propagation of
unreliable content and polluting users to be integrated into a
recommender system, aiming at balancing both the relevance
and reliability of recommendations. As a result, emphasis is
also placed on defining techniques for detecting unreliable
content and the users publishing it. Such techniques will serve
as a basis for the construction of the trustworthiness user
profile. The profile must dynamically detect mutations of user
behaviour for adapting to new patterns of unreliable activities.
Thereby, the contribution of this work lies in the provision of
reliable recommendation systems based on the integration of
techniques that automatically allow the detection of unreliable
content and the users who publish it with the aim of reducing
the negative effects of the existence and dissemination of
unreliable content in the social Web and, consequently, in the
quality of the recommendations.

II. RESEARCH QUESTIONS AND GOALS

This proposed work is based on the following research
questions. First, considering the heterogeneous nature of social
networks and the multiple sources of heterogeneous inform-
ation available, what is their utility for the detection of
unreliable content and malicious accounts. Second, how the
detection of unreliable content and accounts can be integrated
for the definition of a trustworthiness user profile in relation to
their social and publication patterns. This analysis could also
be useful to determine the susceptibility of users to unreliable
content. Also, how to adapt said level of trustworthiness to
changes in the undesired behaviours of said users or accounts
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(for example, changes in the patterns of publication or so-
cial interaction). Fourth, how to integrate the trustworthiness
profile in a recommendation system that leverages on the
characteristics and behaviour of users for personalising the
recommendations. Similarly, how the information provided
by different social platforms can complement the analysis.
Fifth, to what extent the quality of recommendations can be
improved if the evolution of the interests and behavioural
patterns of users is also considered. In this context, three
specific goals are derived from these questions:
• Analyse the interaction between the multiple and hetero-

geneous information sources in social media in relation to
the behaviour and interests of users for detecting unreliable
content, false accounts, bots or promoters of said content. This
integration must cope with changes in user behaviour.
• Define a user profile to estimate the trustworthiness

of users based on their behaviour and the identification of
unreliable content and accounts.
• Integrate the developed trustworthiness profile in user

recommendation algorithms.

III. RELATED WORKS

The rise of the social Web changed the ways in which
individuals consume and produce information, giving rise to
the uncontrolled and massive dissemination of misinforma-
tion, which threatens the access to reliable information and
the establishment of trustworthy social relationships. Even
though various misinformation detection techniques have been
proposed in the literature, there are still some challenges to
be solved. First, the identification of misinformation requires
more than text analysis, hence multiple sources of information
must be integrated. Second, the exploitation of such additional
information can be challenging given the incompleteness,
noise and volume of it. Second, bots and accounts spreading
misinformation modify their behaviour patterns in an attempt
to go unnoticed. In this sense, detection will be less effective
if training data is not periodically updated. Third, techniques
may be over-trained for a specific type of misinformation or
spam campaign, limiting its applicability in broader domains.
Likewise, each type of misinformation can present particular
characteristics, which must be taken into account for detection.
Fourth, since misinformation does not appear spontaneously,
it is vital to analyse who published it, its intentions and
processes, instead of analysing each piece of disinformation
individually [5]. This analysis is also affected by the lack of
integration of multiple sources of information, the updating
of techniques and the disregard of the interrelation between
different social platforms.

A. Unreliable Content and Users in Social Media
The ecology of false information and the dissemination

of unwanted and unreliable content has evolved from the
times of the written press, radio, television, to online social
media. To mitigate the negative effects of unreliable content,
the development of methods for automatically detecting it is
essential. However, such detection is not simple. The existing
detection approaches have been based mainly on one of three
aspects: the textual content, the responses received and the
identification of the content promoters, which might all be
ambiguous. As regards content, techniques have focused on
the analysis of linguistic patterns (e.g., the use of pronouns,

conjunctions ) in combination with traditional classifiers. Non-
etheless, each type of unwanted content may have different
textual indicators. In terms of responses, techniques have
focused on content propagation in social media, thus requiring
access to large amounts of data, which may not be feasible.

While many users on social networks are legitimate, other
users may be malicious, and in some cases, not even human.
The low cost of creating accounts in social media encourages
the existence of unwanted accounts, such as bots, cyborgs,
spammers or trolls. Then, the detection of the true identities
of social media users is an essential step for the construction of
safe and efficient communication channels in social networks.
Traditionally, the detection of unreliable or malicious users
is based on the same characteristics as the detection of
unreliable content. For example, in [6], linguistic and metric
characteristics related to the size of the social network of
users and the diffusion of their publications were used for the
detection of spammers.Note that existing techniques attempt
to determine only if an account is a certain type of unwanted
user, as opposed to estimating her/his level of trustworthiness.

Some works have addressed the analysis of the reliability
of users in the context of the dissemination of unwanted
content and promotion of spam. In [3], a user reliability
metric was defined as a Page Rank variation that assesses
the excessive consumption of information in terms of the
production of information. Finally, in [4], a profile was created
for each user as a means of authentication and identification
of real user accounts. The profile includes information on
social interactions, friendships and the topological similarity
with these friendships, ignoring the information related to the
content that these accounts may publish. The approach is based
on the premise that accounts that promote the distribution of
unwanted content have different behaviours and patterns of
interaction than accounts that do not. The authors concluded
that the computed level of reliability allowed them to correctly
detect spam on social media, except in those cases where
the spam came from apparently legitimate accounts. Note
that these works do not perform an analysis of the particular
characteristics of the content, nor consider the dynamism in
behaviour or changes in the social environment.

B. Trustworthiness in Recommender Systems
Trust analysis can help to mitigate the proliferation of false

accounts, spam and cyberaggression, and the problems of
information overload, as it allows to determine who receives
information and with whom is shared [8]. Consequently,
the recommendation of users or items purely based on the
homophily amongst them (either according to one or multiple
factors) may be insufficient [7], giving rise to new challenges
respect not only to the determination of the reliability of
recommendations but also to the integration of said reliability
in existing recommendation systems.

Deciding how reliable or trustworthy a user is involves
the analysis of various factors, such as personal relationships,
past experiences of a user with their friends and actions and
opinions made in the past, amongst others. In the context of
online social media, the analysis has traditionally only focused
on behavioural aspects exhibited by active users [3]. These
behaviours are generally expressed in the way information is
produced and shared, as it is assumed that trustworthy users
will generally publish useful content, while untrustworthy
users will publish unwanted and even malicious content [3].
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In this sense, little attention has been paid to the principle
of unequal participation, which establishes that the largest
proportion of content is created by a minority of users, while
the rest of the individuals only observe the publications and
discussions.

Although it is important to consider the trustworthiness
of the elements to be recommended, it has been generally
studied in the context of collaborative filtering to determine
the reliability of users’ ratings [7, 2], or to mitigate the cold-
start problem [8]. Conversely, few studies have incorporated
this concept in relation to the problems affecting social me-
dia, such as the proliferation of unwanted content or in the
selection or ranking of users to recommend. Amongst them,
in [2] they focused on assisting members of a community
in making decisions regarding other members of the same
community by defining an indicator of the reliability of said
user. Reliability was computed as an expression of their
explicit connections, the opinions that had been expressed
about them (e.g., comments, positive votes "likes", negative
votes "dislikes"), users’ interests and the propagation of said
reliability. That is, aspects specifically related to unwanted
content were not considered and it requires explicit reputation
indicators, which may not always be available, and even
when available using the positive votes may not be effective
considering the mimicking tactics of spammers. Moreover, the
existing definitions of reliability applied do not consider the
dynamism of the social environment.

IV. RESEARCH METHOD

The defined goals are materialised into two milestones.
The first milestone marks the design of the trustworthiness
profile, whilst the second marks the integration of the de-
veloped profile in a prototyped recommender system. Each
planned activity will be evaluated individually considering
data collections publicly available from Instagram, Twitter,
Flickr and Facebook. Such collections include information
regarding the social relations, and the published posts, tags and
comments. Some of these collections were already used in the
context of recommendation tasks in [14, 15, 10], community
detection [12, 11] and the detection of aggressive content and
users [17, 16]. Then, the developed techniques will be refined
before their integration in a real social media environment
based on comparisons with state-of-the-art techniques made
in offline settings. In conjunction with the defined activities,
periodic reviews of the state-of-the-art will be carried out. The
partial results obtained during the execution of the described
activities will be reported in conferences and journals.

A. Milestone #1: Design of Trustworthiness profile
This Milestone is divided into two main activities:
• Definition of the trustworthiness profile from the fusion of

multiple information sources applying mining techniques and
data inference about the set of activities carried out by the
users (friendships, published content, interaction with other
users, topics, etc.).
• Definition and empirical evaluation of the strategy for

adapting the trustworthiness profile to changes in the environ-
ment and user behavioural patterns.

The measurement of trustworthiness has been an important
topic of psychology and social sciences [3]. Trustworthiness
depends a set of factors, such as the personal relationship and

past experiences with said user or his friends, and opinions
about actions that the user has taken in the past, amongst
others [3]. In the context of social media, most studies have
focused on behavioural aspects to distinguish between "good"
and reliable (and even influential) and "bad" or unreliable
users. In general, existing studies have considered the detection
of unwanted and unreliable content and the users publishing
it as two independent activities. However, the detection of
unreliability content is closely linked to the detection of users
promoting such content.

A common phenomenon is that accounts distributing unre-
liable content (that is, unreliable or malicious accounts) tend
to publish more unreliable content than other accounts, and
unreliable content is more likely to be shared by unreliable
accounts. Consequently, the joint detection of unreliable con-
tent and the users publishing it can improve the results of
independently performing such tasks. Also, due to the increase
in the number of unreliable accounts that are daily created, the
impact of malicious activities has drastically increased [5]. In
this way, to assess the prevalence of unreliable content, it is
important to take into account the intentions and the processes
of the publishers, rather than the individual publications [5].
In this sense, the detection of unreliable users can take as a
basis the characteristics associated with published content, the
social network of users, and the social processes of content
propagation. Existing works have been mainly oriented to the
individual identification of one type of unreliable users (e.g.
spammer, aggressive). However, no comprehensive approaches
have not been yet proposed to simultaneously differentiate or
classify users in any of the categories of the unwanted user
taxonomy. In this way, it is necessary to develop alternatives
that integrate the different detection models for estimating the
degree of integral reliability of each of the users. In addition
to seeking the combination of the various aspects already
mentioned, it is necessary to monitor and update the selected
features and models to changes in users and particularly, to
the attempts to go unnoticed by unreliable users.

B. Milestone #2: Prototyped Recommender System

This Milestone is divided into three main activities:
• Definition of techniques for merging the trustworthiness

profile with other sources of information available in social
media. The contribution of each information source to the final
recommendations should be tailored to the specific user needs
and characteristics.
• Definition, empirical evaluation and refinement of a

recommendation technique from the fusion techniques previ-
ously developed to obtain performance measures and para-
meter adjustment.
• Integration and evaluation of the trustworthy technique

in user recommendation systems at the prototype level to
collect data on its use by real users in controlled environments,
following an A/B test technique.

The presented trustworthiness profile corresponds to the be-
havioural profile of users regarding their social and publication
patterns. However, this characterization does not reflect the
interests of users in terms of their friends or the information
they consume. In this context, it is necessary to define a profile
of interests of users. These interests could then allow the
adaptation of the relevance of each of the characteristics of
the trustworthiness profile, as previously studied in [10]. Note
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that the integration of the profile can be useful not only for
the selection of users to recommend, but also to the problem
of "friends spam" to guide the user regarding what requests
should or should not accept, according to the profile of the
users requesting friendship.

The trustworthiness profile will be inserted in a user re-
commendation system (such as those in [10, 15]) to enrich
other possible sources of information, such as personality or
communities. In this sense, alternatives for the integration of
the different sources of information should be studied that
allow not only the adjustment of the relevance of each one
of said factors, but also to the changes and evolution of the
users over time. Finally, the process of recommending new
users should try to find matches between the trustworthiness
and interests profiles.

V. EXPECTED CONTRIBUTIONS

The contributions expected from this work are as follows:
• The provision of techniques for estimating the level of

trustworthiness of users based on their behaviour and the
detection of the unreliable content they published.
• The provision of novel recommendation techniques based

not only on recommending relevant but also trustworthy items.
• The prevention of the creation or diffusion of such content

and accounts due to the early detection of unreliable or mali-
cious account or content, helping to reduce the contamination
of social media.

VI. PREVIOUS WORK AND RESEARCH AGENDA

The proposed work is founded on previous research that
explored the dynamics of social networks in terms of their
users, their particular interests and motivations as represented
by their behaviour. First, it was studied the importance of per-
sonality and user behaviour in friend recommendation [14, 15].
These studies were motivated by the fact that existing ap-
proaches solely focus on either topological or content inform-
ation, disregarding how the interests and decisions of users
are influenced by their particular psychological characteristics.
Second, a technique was proposed for adapting the friend
selection criteria to the characteristics of previously selected
friends [10]. The technique (based on both the relevance and
novelty of recommendations) adapts the relevance of such
criteria over time.

Previous research lead to an integral analysis of how to
exploit the linked nature of social media by detecting explicit
and implicit user relations in multiple social media sites,
and how to integrate them for community detection [12, 11].
Then, a user recommendation technique was developed based
on community discovery and textual feature selection. Such
features were used for training learning models describing the
particularities of each community. The developed technique
provided capabilities to not only identify diverse reasons for
choosing friends (represented by the different communities),
but also to personalise and dynamically adapt the learned
models to changes in users’ interests.

Current research focuses on studying the needs and chal-
lenges of integrating multiple information sources for user
recommendation. In this context, the challenges of detect-
ing fake content, spam and threatening behaviours (such
as aggression or cyberbullying) on social networks began
to be addressed. Particularly, we have started to explore

the detection of aggressive content (complemented with the
detection of aggressors) in multiple social media [16, 17].
These works focused only on the analysis of the content
published from the definition of characteristics at the level
of character, word, information of feelings, irony identifiers
and word embeddings, omitting the analysis of related social
aspects. These studies can be complemented with a previous
study in which users’ style of writing was studied in relation
to their personality and gender [13], and a study of the factors
that would allow estimating the influence of users [9]. Then,
present research aims detecting unreliable users to complement
the studies on unreliable and unwanted content detection and,
thus, build the proposed trustworthiness profile.
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