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Highlights

• Heterogeneous information views in social media are combined for com-
munity detection.

• Experimental evaluation showed the benefits of integrating diverse sources.

• Each source had a particular effect on the quality of the detected com-
munities.

• The nature of social interactions affect the relevance of the information
sources.

• Symmetrisation strategies also showed differentiated effects on community
quality.
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Abstract

Since their beginnings, social networks have affected the way people commu-
nicate and interact with each other. The continuous growing and pervasive use
of social media offers interesting research opportunities for analysing the be-
haviour and interactions of users. Nowadays, interactions are not only limited
to social relations, but also to reading and writing activities. Thus, multiple
and complementary information sources are available for characterising users
and their activities. One task that could benefit from the integration of those
multiple sources is community detection. However, most techniques disregard
the effect of information aggregation and continue to focus only on one aspect,
the topological structure of networks. This paper focuses on how to integrate
social and content-based information originated in social networks for improv-
ing the quality of the detected communities. A technique for integrating both
the multiple information sources and the semantics conveyed by asymmetric
relations is proposed and extensively evaluated on two real-world datasets. Ex-
perimental evaluation confirmed the differentiated impact that each information
source have on the quality of the detected communities, and shed some light
on how to improve such quality by combining both social and content-based
information.

Keywords: community detection, social networks, multi-view learning, social
graph, community structure

1. Introduction

Social networking sites such as MySpace, Facebook, or Twitter attract mil-
lions of users, who everyday publish an enormous amount of content in the form
of pictures, tweets, comments and posts. Social networks can be defined as a
set of socially-relevant nodes connected by one or more relations. Nodes in such
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networks are not limited to people, but also represent other entities such as
Web pages, journal articles or geographical places, amongst other possibilities.
Users of networking sites are required to create profiles where users can describe
themselves by sharing their age, locations, interests and picture, amongst other
things. Generally, social networks allow users to create and read content, and
establish social connections with other users whose nature and semantics might
differ from site to site. For example, followee relations in Twitter, or friend-
ship relations in Facebook. Although the technological features of the different
social networking sites are similar, the cultures that emerge around them are di-
verse [3]. Most sites encourage the maintenance of pre-existing social networks,
whilst others help strangers to create new connections based on shared interests.
In this context, understanding users’ needs arises as a critical issue [9]. Users’
needs could be regarded as users’ desire to obtain information, which could be
further specified as interests and intents, where interests represent long-term
user needs and intents represent instant user needs. Nonetheless, needs are
often latent, so inferring them from the observed data might be challenging.

Social networks affect the way people communicate and interact. The pervas-
ive use of social media offers research opportunities for analysing the behaviour
of users when interacting with their friends [32], and how such interactions evolve
over time [43], in terms of patterns of appearing and disappearing relationships.
Unlike social connections formed by people in the physical world, social me-
dia users have greater freedom to connect with a wider spectrum of people for
distinct reasons. The low cost of link formation might lead to networks with rela-
tionships of heterogeneous nature, origin and strength. For example, in Twitter,
a user might follow others because they publish interesting information, they
have the same interests, they are celebrities or popular individuals in the micro-
blogging community, or only because they share some common friends, amongst
other possible explanations. As a result, topological relations could lead to the
existence of casual links, which could hinder the utilisation of algorithms solely
based on topology. Hence, the nature of structural information must be care-
fully analysed in conjunction with other sources of information or data views to
effectively assess the significance and importance of relations. In addition to so-
cial information indicating friendship or simply user interaction, there are other
information sources that might implicitly define connections between users in
social media. For example, whether two users use the same terms, hashtags, or
post on the same topics. It is worth noting that the content users consume or
post might depend, for example, on their mood and environment [9]. In light
of the fact that users’ needs are implicit, comprehensive research is needed for
discovering the mapping between the heterogeneous, and possible multimedia,
information in social networks and users’ needs, and how such mechanism can
be enriched with context information.

One fundamental problem in social networks is to identify groups of users
when group membership is not explicitly available. A group, or community,
can be defined as a set of elements (users, posts or other elements) that inter-
act more frequently or are more similar to other community members than to
outsiders. Community detection has proven to be valuable in diverse domains
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such as biology, social sciences and bibliometrics. For example, community
detection techniques can be used for identifying groups of users with similar
purchase history enabling the creation of more efficient recommendation sys-
tems that could better guide customers and enhance business opportunities as
in Amazon [16], for detecting topics in collaborative systems [25], for identi-
fying real-world landmarks in Flickr by clustering photos [26], for detecting
events on Twitter streams [1], for matching high-quality answers to questions
in the context of a question answering system [11], or for solving the influence
maximisation problem in Foursquare [19].

Several techniques for community detection can be found in the literature.
However, most of them only focus on one data view, even though neither social
relations nor content by themselves can accurately indicate community mem-
bership. For example, in Twitter social relations might be extremely sparse and
two users might belong to the same community even if they are not explicitly so-
cially related. Conversely, social media content might be topically diverse and
noisy for extracting valuable topical-based relationships. Combining multiple
data views as required by social media data poses new challenges. For instance,
how to integrate the different views by adequately assessing their importance in
the social network, or how to determine whether such integration could actually
improve the quality of detected communities.

Considering the increasing amount of information available in social networks
and the necessity of integrating heterogeneous data, this paper focuses on the
needs and challenges of combining multiple information sources for performing
community detection. This work studies how to integrate multiple social and
content-based views or information sources aiming at improving the quality of
the detected communities. The final goal of the paper is to provide some insights
on how to select the relevant views to consider for the task to develop according
to the characteristics of the network under analysis. It is worth noting that
the selection of the views to integrate depends on the elements available on
the social network under analysis, such as the characteristics and semantic of
social relations, the semantics of the messages users’ exchange, or the content
of such messages, amongst others. Moreover, several alternatives are proposed
for integrating the semantics conveyed by the edge directionality embedded on
the selected views. Finally, an extensive experimental evaluation of the benefits
of combining the different views on diverse social networking sites is performed.

The rest of this paper is organised as follows. Section 2 discusses related
research. Section 3 defines the nature of the diverse views to consider in the
analysis, and a technique for combining them, as well as exploiting the semantics
of edge directionality. Section 4 describes the experimental evaluation performed
over real-world datasets. Finally, Section 5 summarises the conclusions drawn
from this study and presents future lines of work.

2. Related Work

Generally, social networks are analysed by means of graphs, representing a
group of nodes or vertices, which are connected by links or edges. Edges can

4



ACCEPTED MANUSCRIPT

ACCEPTED M
ANUSCRIP

T

be directed (as the Followee/Follower relation on Twitter) or undirected (as the
friendship relation on Facebook). Communities refer to potentially overlapping
groups of nodes that have dense connections within the community, but sparse
connections with nodes of other communities. Communities can be defined glob-
ally or locally, depending on whether a reduced subset of nodes or the whole
network is considered. According to graph theory [20], communities have also
been defined as cliques (every node is adjacent to each other) or connected com-
ponents (every pair of nodes is connected by at least a path). In this context, the
goal of community detection techniques (also known as graph clustering tech-
niques) is to divide the nodes into communities (or clusters), such that the nodes
of a particular cluster are similar or connected in some pre-defined sense [30].
For example, in some cases it might be desirable to obtain communities of sim-
ilar order and/or density. Interestingly, not all graphs present a structure with
natural communities. In the case of a uniform graph structure in which the
edges are evenly distributed over the set of vertices, clustering results will be
rather arbitrary.

Community detection has proven to be valuable in a diverse set of domains.
Thus, several techniques for community detection can be found in the literat-
ure. The effort has been recently concentrated on addressing the challenges
posed by the heterogeneous nature of social media data by combining diverse
social networks [24, 7] or sources of information, such as social and content
information [38, 42, 28, 33], similarity and interaction patters [13, 40], and so-
cial, content and user similarity [27, 32]. The existing techniques do not only
differ on the considered information sources, but also on how such sources are
combined. Particularly, this Section reviews techniques based on conditional or
probabilistic models [38, 42, 35, 39], matrix factorisations [35, 24, 32, 27, 7, 28],
and matrix integration [33, 40].

Many tasks, in addition to community detection, can benefit from the integ-
ration of multiple and heterogeneous sources. For example, Xu et al. [36] chose
to combine topological information derived from users’ interactions in a univer-
sity through a virtual mobile network with content-based information extracted
from user profiles. Call records were used to establish the topological relation-
ships, which varied according to when the calls were made, how many calls
were made and their durations. Additional information regarding the faculty to
which the users belonged, the dormitory and roommates was also considered.
On the other hand, [44, 11] combined social and content-based information in
the context of question answering systems. Zhao et al. [44] tackled the problem
of expert finding. To that end, the authors combined both information sources
by means of a graph regularised matrix completion method for estimating the
missing values in rating matrices (based on content-based information) with the
social relations amongst users.

Discriminative conditional models for combining social and content inform-
ation were proposed in [38, 42]. Yang et al. [38] applied a conditional model
for social analysis including hidden variables to model the probability of a node
to be linked with another, and a discriminative content model for diminishing
the impact of irrelevant content features. Experimental evaluation was based
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on two citation networks, in which nodes corresponded to scientific articles,
edges represented citations, and content was described by keywords. Simil-
arly, Zhang et al. [42] proposed a probabilistic model combining node attributes
and topological information. Experimental evaluation was based on Twitter
and Facebook datasets from SNAP1. Content features varied according to the
analysed dataset. For the Twitter dataset, they were hashtags and mentions,
whereas for the Facebook dataset, they were the information in users’ profiles,
such as home town, birthday and political associations. In both cases, optimisa-
tion was performed by means of Expectation Maximisation, resulting in models
that outperformed state-of-the art techniques based on social links, content or
combining both sources of information.

Similarly to the previously described works Yang et al. [39], Wang et al. [35]
proposed conditional models combining network topology and node semantic
attributes for detecting overlapping communities. Both works did not only
identify communities, but also semantically annotated them. Yang et al. [39]
probabilistically modelled the interaction between network structure and node
attributes, which allegedly helped to improve the robustness of the technique in
the presence of noise in the network structure. The presented approach has a lin-
ear runtime regarding the size of the network. The network modelling aimed at
capturing three intuitions. First, community affiliations influence the likelihood
that nodes are connected. Second, the degree of such influence is different across
communities. Third, each community independently influences the node con-
nection probability. Such intuitions were regarded as a logistic model, deriving
in a convex optimisation problem. Evaluation was based on five social net-
working sites (Facebook, Google+, Twitter, Wikipedia and Flickr). The defined
node attributes depended on the network under evaluation. For example, for
the Wikipedia network, attributes were defined in terms of the links to other
articles, in Flickr they were defined based on the used photos’ tags. In Facebook
and Google+, attributes were defined in terms of users’ gender, job titles and in-
stitutions, amongst others. Finally, in Twitter, hashtags were selected. Results
showed that the approach outperformed topology-based, node attribute-based
and hybrid methods in terms of accuracy, even in noisy networks. The biggest
performance differences were obtained for the Wikipedia and Flickr datasets.
Finally, the semantic of communities was analysed for the Facebook and Wiki-
pedia datasets. As regards Facebook, education-based attributes (such as “school
name” or “major”) were highly correlated with communities’ semantics, whereas
work-based attributes were not. On the Wikipedia network, the approach was
able to detect thematically close communities.

Zhang et al. [41] proposed a unified framework combining user friendship
network analysis with author-topic modelling. First, the analysis of the friend-
ship networks generates a community distribution of users, which is then used
as prior knowledge by the content analysis. In turn, this analysis produces
a set of community topics and user authorities on those topics, by assuming

1http://snap.stanford.edu/data/
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that topics can be modelled as a multinomial distribution over words. Finally,
the community and topic distributions are combined to compute the final com-
munity memberships of individual users. The combination was performed by
a non-linear strategy in which the community membership of users is linearly
proportional to the membership derived from their social network, and expo-
nentially proportional to their topical interests. Experimental evaluation carried
out on small-scale Delicious and Twitter datasets showed that the algorithm
was able to discover meaningful communities and their topics in a unified way.
Moreover, the discovered communities exhibited denser friendship connections
and higher content similarity than communities obtained with state-of-the-art
techniques.

On the other hand, Wang et al. [35], Tang et al. [32], Pei et al. [27], Qi et
al. [28] proposed combining multiple information sources based on optimisation
functions to be solved by non-negative matrix factorisations. In this regard,
Wang et al. [35] based their approach on defining the propensities of nodes
to belong to communities. Evaluation was based on three real-world networks
(Citeseer, Coral and WebKB) comprising scientific publications. In all cases,
node attributes were defined as the terms included in each scientific publication
or web page. The approach was compared to topology-based, node attribute-
based and hybrid methods (including [39]). All baselines were outperformed
by the approach, showing its adequacy for accurately identifying community
structures. Nonetheless, the approach was not evaluated in the context of dy-
namic short-text social media data; hence, results might not be generalisable
to such domain. The semantic analysis of the detected communities was per-
formed based on a Last.fm dataset in which node attributes included the list
of most listened music artists and tag assignments. According to the authors,
when selecting the top 10 node attributes, communities were deemed as cohes-
ive. However, the rationale for choosing only 10 terms was not clarified, and
the analysis was manually performed, thus no semantic similarity metric was
computed. Moreover, it was not explored the cohesiveness of communities when
selecting more attributes.

Both Tang et al. [32], Pei et al. [27] use on matrix factorisation to discover
communities of users. Tang et al. [32] chose to concatenate all content-based
information sources, and combine them with the social information. The joint
optimisation problem requires computing several arithmetic operations between
matrices, which could negatively affect the computational complexity and thus,
its applicability on high-dimensional datasets and real-time applications. Ex-
perimental evaluation was based on both synthetic and social media datasets
from BlogCatalog and Flickr, including tags and comments. Particularly, nodes
represented users, connected by friendship links, whereas the content-based in-
formation comprised the tagging, commenting and reading activity. Results
showed that the quality of the detected communities depended on the quality
of the selected information sources, as integrating more data sources introduced
noise and redundant information, reducing the quality of communities, while in-
creasing the problem’s dimensionality. The authors suggested to consider short
texts as additional information, as proposed in this paper.

7



ACCEPTED MANUSCRIPT

ACCEPTED M
ANUSCRIP

T

Pei et al. [27] combined not only topological and content-based information,
but also message similarity and user interactions. Experimental evaluation was
based on two small-scale Twitter datasets comprising politicians, and a dataset
of scientific papers. In contrast with the previously presented works, results
showed that techniques solely based on social information performed better than
those based on content. The authors stated that social relations better captured
user interests, whereas content information introduced noise. However, as the
evaluation was based on datasets with strong social and politics relations, there
is no guarantee that the assumptions would held on general-purpose datasets
where social relations might respond to diverse reasons.

In contrast to the described works that exploited node content, Qi et al. [28]
assessed edge content, which models specific information regarding the nature
of relationships and interactions between users. The authors proposed an edge-
induced matrix factorisation for embedding edges into a latent vector space
based on social information. Experimental evaluation was based on the En-
ron e-mail dataset, and a dataset collected from Flickr. In both cases, nodes
corresponded to users. In the former case, edges corresponded to the e-mails
both users had exchanged including their content, and in the latter case, edges
were created if both users had marked the same picture as favourite, including
the tags of all images marked as favourite by both users. Results showed that
content-based algorithms outperformed social-based algorithms, implying that
content provides useful information. The algorithms combining social inform-
ation and edge content performed better than those considering node content.
However, combining edge content to represent the node content did not always
improve results as it mixed the content information from diverse edges.

The described approaches refer to heterogeneous information extracted from
a unique social networking sites. Nonetheless, users can participate in multiple
networks simultaneously, then, each social networking site could provide ad-
ditional information to help unveiling information about the users, existing in
the other networks. Thus, community detection techniques could leverage not
only on heterogeneous information belonging to a single network, but also on
information belonging to multiple networks. In this context, Nguyen et al. [24]
and Comar et al. [7] leveraged on the fact that users have profiles and con-
nections in different social networking sites for detecting communities. Nguyen
et al. [24] collapsed the information of multiple social networks into a unique
representation, proposing two alternatives to join the information belonging to
multiple instances of the same node. The first alternative collapses multiple
instances of a node into a unique one, whereas the second one connects match-
ing pairs of instances by edges adopting different coupling schemas (diagonal,
categorical, star and full). Both alternatives were based on non-negative mat-
rix factorisation algorithms. Although the representation techniques allowed to
improve the results of baseline algorithms, building the graph representations
(even when considering small datasets) incurred in a much higher computa-
tional complexity than the baselines, which might hinder their application on
real social networking data.

On the other hand, Comar et al. [7] compute the adjacency matrix of each
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involved social network, in combination with a matrix linking them. The ana-
lysis could also include prior information regarding the potential relationships
between the communities in the different networks. Then, communities are
found by minimising the distance between the linking matrix and the product
of latent factors of the adjacency matrices of each network. Experimental eval-
uation was based on Wikipedia and Digg users, and showed that Wikipedia was
potentially useful as an information source for improving the quality of detected
communities in social networking sites. The authors highlighted the fact that
their technique could be applied in networks generated from multiple social net-
working sites as well as networks derived from heterogeneous nodes of the same
networking site, as long as links between nodes in the different networks can
be established, and acknowledged the scalability issues that might hinder the
applicability of the technique on networks with millions of nodes.

Finally, related to this work are the studies carried out by Tang et al. [33], Za-
lmout and Ghanem [40]. Tang et al. [33] defined a processing pipeline involving
four components and three intermediate steps. First, given a network, a utility
matrix is built. Then, the utility matrix is processed to obtain a set of structural
features by selecting the top eigenvectors. Such eigenvectors are supposed to
represent the interaction patterns that could indicate the community partitions.
Finally, a clustering algorithm is applied to the selected structural features to fi-
nally detect communities. Four alternatives are analysed for building the utility
matrices: latent space models, block model approximation, spectral clustering
and modularity maximisation. Each of the steps could imply considering in-
formation belonging to a unique network dimension or information derived from
the integration of diverse dimensions. Particularly, four integrations are ana-
lysed. First, network integration (the closest strategy to this work), i.e. treating
all dimensions as one by computing the average interaction network. Second,
averaging the utility matrices. Third, integrating the structural features by
applying Principal Component Analysis (PCA) to the concatenated structural
features. Fourth, combining the obtained community partitions by reapplying
the clustering algorithm to the obtained individual partitions. Experimental
evaluation was based on YouTube data, comprising five data dimensions: con-
tact, co-contact, co-subscription, co-subscribed and favourite videos networks.
Results showed that the best results were obtained when considering structural
integration, followed by utility integration. Conversely, the worst results were
obtained when considering network integration.

Similar to the network integration strategy proposed by Tang et al. [33], Za-
lmout and Ghanem [40] that presented a generic methodology for aggregating
multiple data dimensions to discover communities of users. The methodology
combines similarity and interaction patters between users, such as the usage of
hashtags, mentions, URLs or conversation engagement. Each relation is repres-
ented as a similarity matrix that are normalised and added to build the final
graph. Then, a traditional community detection algorithm is applied. Exper-
imental evaluation was based on a Twitter political dataset. Results showed
that hashtags and URLs performed better when aggregated, whereas conver-
sation engagement resulted in poor community quality. Moreover, removing
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frequent hashtags or mentions improved community quality. Unlike [32], the
authors stated that aggregating all relations performed better than considering
them separately. Additionally, as in [27], the small-scale dataset only com-
prised specific-purpose content, thus hindering the generalisation of conclusions
to general-purpose datasets. Finally, the authors did not provide any means
to differentiate the importance of the different relations. Contrasting with our
study, their approach involved manually choosing the number of communities.

Unlike the presented approaches, this paper focuses on social networks com-
prising social media posts and the users who have written them, i.e. the goal is
to discover groups of related posts based on their content and the social relations
between their authors. Interestingly, none of the presented approaches explicitly
treated edge directionality, thus ignoring the semantics of such relations. This
paper proposes to analyse the effectiveness of several strategies for conveying
the semantics of directed social relations.

3. Community Detection based on Heterogeneous Social Information

The first step to apply a community detection algorithm is to define the in-
formation that is going to be available to the algorithm, i.e. the information on
which the underlying graph structure will be built upon. When analysing social
media, multiple and diverse graphs can be defined. Nodes can represent not
only real people, but also diverse entities such as Web pages, journal articles,
countries, neighbourhoods, or positions, amongst others [21]. For example, if
the goal of the community detection process is to predict new social relations
between users or the influence a user has on his/her neighbourhood, nodes in
the graph would represent the network users [36]. On the other hand, if the
task aims at discovering relations amongst tags in folksonomies, nodes would
represent tags [25]. In addition, nodes could represent photos if the goal is to
detect geographical landmarks [26]. As in [1, 38], this work aims at detecting
communities of related posts in social media, hence each node in the built graph
represents a social post. The discovered communities can be sub-sequentially
integrated in diverse learning tasks such as clustering, topic detection, classific-
ation, or even in a feature selection technique.

Figure 1 presents the overview of the process for detecting communities
by combining heterogeneous information, starting from the original data feed
extracted from a social networking site, up to the community discovery. Social
media networks allow users to create content and establish social relations with
others. As a result, social media data can be define as a heterogeneous network
that comprises not only information in the form of social or friendship relations,
but also other sources of information representing indirect connections between
users or posts. For example, interactions between users or posts can originate
in activities such as the interest of a user for a post expressed through the
bookmarking of such post, or the frequency of comment and tagging actions,
amongst other activities. These information sources provide different points
of view of the same network, thus they can be useful for finding community
structures. For example, in Steps 1 and 2 in the Figure, three relationships
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Figure 1: Overview of the Community Detection Process for Heterogeneous Information

are chosen to be analysed (namely, SharedClass, SharedTag and Social). The
different type of relations need to be adequately leveraged when creating the
graph representation of the network under analysis, as the result of Step 3 in the
Figure shows. In this regard, Section 3.1 presents different relations between
nodes to be considered when creating the graph representation of the network.

The diverse relations established between nodes might embed also direc-
tionality information. For instance, when considering the Followee/Follower
relationship in Twitter, the fact that user A follows user B does not imply the
reciprocate (for example, in the resulting graph from Step 3, the relationship
between Post1 and Post3 is not reciprocal). Even though relations might not be
symmetric, most community detection techniques are based on the analysis of
undirected graphs. In this context, Section 3.2 discusses several alternatives for
convening directionality information in an undirected graph. Finally, once the
heterogeneous relationships are analysed, the graph is created and symmetrised,
communities can be discovered (Step 5 in the Figure).

3.1. Graph Extraction
Most community detection techniques are purely based on the topology of

the underlying social media network. However, in many applications, additional
information that could help improve the quality of communities of social posts
is either available or can be inferred. A distinct feature of social media posts is
that they are potentially networked through user connections. For example, by
considering the follower/followee or friendship links (i.e. social relations), several
relations can be derived amongst the posts a pair of users have written [31]:

• Posts written by the same user are assumed to be related since they are
more likely to belong to similar topics than randomly selected posts.

11
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Post1

@blueman look at this!! 

http://url.com

Post2

RT @purpleman

Reading rocks! ^^

Post3

@purpleman and 

@blueman host a reading!

Post4

#reading #HarryPotter

Post5

#HarryPotter is 

awesome for reading!

Writes Similar ContentMentions Co-occurFollows Share Tags Share TermsRetweets

Figure 2: Examples of Possible Links Between Posts

• If two users follow or are followed by a third user, their posts are more
likely to have related topics than randomly selected posts.

• Posts are linked considering the friendship relations between their authors,
i.e. a relation between two posts exists if the authors of such posts are
connected in the social network. If there is a social link between users,
they are likely to share interests, and thus, their posts are likely to be
topically related.

In the context of social media data, both the graph topological structure (i.e.
social relations between users) and node properties (i.e. posts characteristics)
are important for improving the quality of the discovered communities. As a
result, besides the social relations amongst posts derived from the actual social
relations between their authors (i.e. post Pi is socially related to post Pj if
its author is socially connected to the author of Pj), content-based relations
could be defined amongst posts. The content resemblance or post categories
(in case they are available) could also help to establish relations amongst them.
Moreover, each micro-blogging site has specific characteristics and metadata
that could be exploited for discovering meaningful relations between posts. For
example, Twitter, Instagram and Facebook promote the usage of hashtags, which
represent a type of label or metadata that aids in the search of messages of a
specific theme or content. Additionally, Facebook allows searching for posts
sharing specific activities, for example “listening Aerosmith” or “reading Oscar
Wilde”. Posts containing the same hashtag or associated to the same activity
can be assumed to be topically related. Figure 2 exemplifies different types of
complementary relations that could be observed between two nodes in a graph
of posts.

For the purpose of this work, besides the traditional topological relation
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in which a link between two nodes representing posts exists if there are social
relationships between users that published them, several content-based rela-
tionships between nodes were defined. Particularly, node content information
is transferred to edges to characterise the specific relation between the linked
nodes. By definition, all content-based relations are symmetric, i.e. they do not
have directionality. Moreover, each relation could be assigned an individual
scale-factor representing the importance of such relation in the final graph.
Considering social networking sites that allow users to post content and tag
it, relevant relations can be defined as follows:

• Shared Tags. An edge between two nodes exists if they share any tag
(or hashtag). The weight of the edge is measured as the percentage of
shared tags amongst the total number of different tags comprised by the
two posts.

• Shared Class. An edge between two nodes exists if they belong to the
same class. All edges have a weight of 1. In those cases in which categor-
ies are organised in hierarchies or taxonomies (as in the Open Directory
Project2), the edge weight could be computed as the distance between
both categories.

• Similar Content. Measures the content resemblance of two nodes. A min-
imum similarity threshold could be imposed to avoid creating a complete
dense graph. Thus, only edges with similarity above a certain threshold
would be added to the graph. Diverse text similarity metrics could be
adopted to define the nature and strength of similarities. For example,
similarity could be expressed by simply computing the percentage of share
terms amongst the two nodes or by computing their Cosine Similarity.

• Similar Comments. As Similar Content, it measures the content resemb-
lance of two nodes according to the Cosine Similarity between the com-
ments each post has received.

Additionally, when considering social networking sites that allow users to tag
or comment other user’s posts, additional social relations could be defined to
consider such interactions or social actions:

• Tagged By Same Users. Users can show interest in posts by tagging them.
Then, posts that are tagged by the same users can be assumed to be
topically related and to share a stronger connection that those that are
tagged by disjunct groups of users. As a result, the degree to which two
posts are tagged by the same users could denote an important relationship
between them. The extent to which two posts are tagged by the same set
of users is computed as the Jaccard Index.

2http://www.dmoz.org/
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• Commented By Same Users. Similarly, the activity of commenting posts
also allow users to show their interest. Hence, posts that have comments
written by the same users can be assumed to share a stronger connection
than those with no commenters in common. Consequently, the extent to
which two posts are commented by the same set of users could be used as
a source of a new relationship between such posts, which can be measured
by the Jaccard Index.

It is worth noting that social information and content-based relations offer com-
plementary views of data, in this case, posts. Thus, no individual relation alone
might be sufficient for accurately determining community memberships [32]. For
example, social information might be sparse and noisy, while content-based in-
formation could be irrelevant or redundant, hindering the community detection
process. Hence, it is important to combine the different types of relations for
performing community detection in social networks.

Content-based relations could be used either to establish new relations between
posts that are not socially related (named Independent graph derivation) or to
reinforce the social relations already found amongst posts (named Weighted
graph derivation). In the former case, social and content relations are assumed
to be independent from each other, i.e. edges in the graph represent not only so-
cial links but also separated content ones. Hence, when considering both types
of relations independently, two nodes might be connected even when there is no
explicit social connection between them. In this graph derivation the different
relationships are integrating by adding their corresponding matrices, as Equa-
tion 1 shows, where ARels represents the aggregated adjacency matrix, Rels in
the set of selected relationships and Ai are the adjacency matrices. Note that
no differentiation is made between the social and content-based relationships.

ARels =
∑

i∈Rels

Ai (1)

On the Weighted derivation, the graph only includes edges representing the
social relation between nodes, whose strength or relevance is given by the con-
tent features. Thus, in this case, the quality of the social ties between nodes
depends on an adequate definition of the content-based features, which should
allow to fully exploit the social media data information. Equation 2 shows
how to compute the final adjacency matrix for this derivation, where ASocial

represents the adjacency matrix for the Social relation and RelsW the set of
relationships chosen for weighting the Social relationship. Note that this graph
derivation also allows the integration of independent relationships, as showed by
the second term in the Equation. As it can be inferred from the Equations, the
computational complexity of the technique is of the order of Θ

(
n2 ∗ v

)
, where

n represents the number of nodes in the graph (i.e. the number of posts) and v.

ARels = ASocial ◦
∑

i∈RelsW

Ai +
∑

i∈{Rels−Social−RelsW }
Ai (2)
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Figure 3 presents an example of posts, the relations that could be estab-
lished amongst them (Social, SharedTag and SharedClass), and how the final
representation of the graph is derived from the integration of such relationships
(Figure 3c). As it can be observed, Figure 3b shows three graphs (which are
accompanied by their matrix representation), each corresponding to one the
chosen relationships to analyse. The weight of the shown relations was defined
as follows. In the case of the Social relations, a weight of 1 was assigned to
the edge between two nodes (for example between Post1 and Post4 ), when the
author of a post followed the author of the other post (in this case, the author of
Post1 follows the author of Post4, as shown in Figure 3a). In case the authors
of two posts were not related (as the author of Post3 with the other authors),
the edge had a weight a 0, hence it was disregarded. For the SharedClass rela-
tion, a 1 was assigned to the edge if the two posts shared the same class (for
example between Post1 and Post2 that, according to Figure 3a belonged to
class “Politics”), otherwise the weight was 0 (as in the case of Post1 and Post4,
which belonged to the “Politics” and “Sports” classes respectively). Finally, the
score of the SharedTag corresponded to the percentage of shared tags between
two posts. Considering the SharedTag relation between Post1 and Post2, note
that the two posts have three tags (“#BringBackOurGirls”, “#stopTheWar”,
“#siria”) out of which only one is shared by the two posts (“#BringBackOur-
Girls”). Hence, the weight is computed as 1/3 = 0.33. Similarly, Post4 and
Post3 comprise two tags (“#USOpen”, “#Wimbledon”), out of which only one
is shared by the two posts (“#USOpen”), leading to the weight of 0.5. Then,
Figure 3c shows the final graph representation once all relations were aggregated
into a unique graph by considering the Independent graph derivation. Note that
the resulting graph is not symmetric, as for example, the relation between Post1
and Post4 is not reciprocal.

As it can be observed, the graph collapses multiple (and possibly heterogen-
eous) relations between two nodes into a unique edge, i.e. if multiple relations
exist between two nodes, such relations are collapsed into a single edge. The
weight of such edge would be equal to the sum of the weights of all the edges
between nodes.

3.2. Graph Symmetrisation
Once the relations between nodes are found, and the graph is built, the sym-

metric nature of relationships can be analysed. Generally, social relationships in
social media data, as well as in other domains, are not symmetric, i.e. the fact
that a user follows other user, does not imply that the second user reciprocates
the relation. For example, the Followee/Follower relationships on Twitter or
Instagram are not reciprocal.

While social networks exhibit diverse levels of reciprocity, most community
detection techniques are based on the analysis of undirected (and perhaps weighted)
graphs. Such techniques disregard the directionality of links, causing the loss of
directionality information, thereby failing to accurately capture the semantics of
the asymmetric relationships conveyed by the edges of a directed network [20].
Hence, the semantics captured by the relationships of undirected approaches
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Post1 - Our prayers are with the missing 

Nigerian girls and their families. It's time to 

#BringBackOurGirls. 

Post2 - US military aircraft conduct strike 

on ISIL artillery. Artillery was used against 

Kurdish forces defending Erbil, near US 

personnel. #stopTheWar #siria
#BringBackOurGirls

Post3 - They stole the show at the 

#Wimbledon & now they've taken the cake 

at the #USOpen! 2 grand slam titles on the 

trot! 

Post4 - Congratulations Novak Djokovic, 

your #USOpen champion 
Class Sports

Class Politics

Class Politics

Class Sports

(a) Original Data

Post1
Post2

Post3

Post4

0 0.33
0.33 0

0 0
0 0

0 0
0 0

0 0.5
0.5 0

𝑃1 𝑃2 𝑃3 𝑃4
𝑃1
𝑃2
𝑃3
𝑃4

0 1
1 0

0 1
0 1

1 1
0 0

0 0
1 0

𝑃1 𝑃2 𝑃3 𝑃4
𝑃1
𝑃2
𝑃3
𝑃4

Post1
Post2

Post3

Post4

0 1
1 0

0 0
0 0

0 0
0 0

0 1
1 0

𝑃1 𝑃2 𝑃3 𝑃4
𝑃1
𝑃2
𝑃3
𝑃4

Social
SharedTag SharedClass

(b) Detected Relations

Post1
Post2

Post3

Post4

0 2.33
2.33 0

0 0
0 0

1 1
0 0

0 1.5
2.5 0

𝑃1 𝑃2 𝑃3 𝑃4
𝑃1
𝑃2
𝑃3
𝑃4

(c) Final Graph Representation

Figure 3: Multiple Relations Graph Representation
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substantially differs from the semantics of the directed relationships. Several
works [12, 29] have shown that the quality of the found communities could be
improved by effectively taking into account edge directionality.

Two approaches can be applied for effectively including edge directionality
in the community detection process. First, redefining the methods used for
detecting the communities or assessing the quality of the detected communities.
Second, applying transformations to directed graphs in order to attempt to
retain the original graph semantics in an undirected graph. However, developing
community detection for directed graph might be a difficult task [12]. For
instance, a directed graph is characterised by asymmetrical matrices, so spectral
analysis would be more complex. Moreover, whilst several graph concepts are
theoretically well defined for undirected graphs (for example, density), they have
not been extended to directed graphs [20]. Hence, only a few techniques can be
easily extended from considering undirected graphs to consider directed ones.
On the other hand, transforming the directed graph into an undirected one,
i.e. symmetrising the directed graph, allows employing any of the algorithms or
methods already defined for undirected graphs. This work explores several of
the most common symmetrisation strategies available in the literature, which
are described as follows.

Naï£¡ve Graph Transformation
This transformation ignores edge directionality and treats graphs as undirec-

ted ones. Although this is a common approach for handling directed graphs, it
has several drawbacks that arise from the fact that the information represented
by the directionality is ignored. First, the existence of data ambiguity. Naï£¡ve
graph transformations introduce ambiguities and incorrect information in the
graph, which do not represent the underlying semantic of the directed network.
For example, assume that user A follows user B, but B does not reciprocate the
relation. Using the naï£¡ve transformation each directed graph is replaced by
an undirected one, thus a reciprocal relationship is introduced between users A
and B, which adds an edge that did not exist on the original graph. Even when
it can be argued that the new undirected edge could represent the similarity
between users A and B, this does not always hold for both directions. For in-
stance, user B could be a celebrity, whilst A could be just a devotee of B, thus
mutual relationship and similarity might not actually exist. Second, deviations
in the quality of the found communities. Even when the ambiguities could be
ignore, they might still affect the final outcome of the community detection al-
gorithm. In this case, communities that exist in the initial directed graph might
not be identified in the transformed graph, leading to different results. This
could be due to the fact that directed edges form interesting structural flow
patterns and clusters.

Arithmetic-based Transformation
In this case, the directed graph is transformed into an undirected one, whilst

meaningfully capturing information and semantics about edge direction in the
resulting graph. Then, community detection techniques designed for undirected
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graphs can be applied. Satuluri and Parthasarathy [29] analysed and proposed
several techniques for transforming graphs based on arithmetic operations in-
volving the adjacency matrix A of the graph. Particularly, two symmetrisation
techniques are considered in this work. First, a simple symmetrisation in which
the new adjacency matrix U , can be defined as U = A + AT . This strategy is
similar to ignoring edge directionality, except that in the case a pair of nodes is
connected with edges in both directions, the weight of the edge in the symmet-
rised graph will correspond to the sum of the weight of the directed edges.

The symmetrised graph should be expected to include edges between nodes
that share similar edges, but not including edges between nodes that do not share
their connections. Although the simple symmetrisation is commonly used due
to its simplicity, it might not be able to create edges between nodes that share
connections but are not directly connected, as it only retains the same exact set
of edges found in the original graph. In this regard, the second symmetrisation
technique, the Bibliometric Symmetrisation, helps to cope with that situation.
In this case, the new adjacency matrix is defined as U = AAT + ATA, where
AAT measures the number of common outgoing edges between each pair of
nodes, and ATA the number of incoming edges. The authors suggest to set
A = A+ I before symmetrisating the graph to ensure that edges in the original
graph are not removed.

Other more complex symmetrisation alternative based on performing several
arithmetic operations between matrices and diverse parameter tuning have been
proposed by Satuluri and Parthasarathy [29]. As the complexity of arithmetic
operations between matrices (particularly that of the matrix multiplication)
is high, the techniques might not be useful in the context of high-dimensional
social media data. In addition, parameters might be difficult to adequately tune
in a high-dimensional and changing domain. Considering the high-dimensional
domain in which the community detection technique will be implemented, this
alternative was discarded for the purpose of this work.

Bipartite Transformation
Directed graphs can be transformed into a bipartite undirected graph [15].

In the general case, nodes are placed on each partition according to whether they
have outgoing or incoming edges. Particularly, the first partition of nodes con-
tains every node that has outgoing edges, whereas the second partition contains
every node that has incoming edges. According to graph theory [4], a natural
correspondence exists between bipartite graphs and directed graphs, which can
be easily modelled through the usage of the adjacency matrix. Let consider
the adjacency matrix of the directed graph A ∈ Rn×n, where n represents the
number of nodes in the graph. The adjacency matrix of the bipartite graph can
be defined as:

B =

[
0 A
AT 0

]
(3)

As it can be inferred from the matrix definition, B ∈ R2n×2n, i.e. the nodes
in the original directed graph are duplicated to avoid edges between nodes in
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Number of Instances 1,036
Number of Features 226,043
Number of Classes 4

Number of Following Relations 251,522,840
Average number of Followees 816

Average number of Features per Instance 1084
Average number of Instances per Class 259

Table 1: Twitter Data Collection Main Characteristics

the same partition. Note that in this case, the nodes in the different partitions
represent the same type of elements.

4. Experimental Evaluation

This section presents the experimental evaluation performed to assess the ef-
fectiveness of the proposed alternatives for leveraging on heterogeneous inform-
ation provided by social media data, and is organised as follows. Section 4.1
presents the data collections used for evaluating the effectiveness of the presen-
ted technique. Section 4.2 presents implementation details and the metrics used
for evaluating the different alternatives. Finally, Section 4.4 presents the results
derived from the performed experimental evaluation.

4.1. Data Collection
The performance of the technique was evaluated considering two real-world

datasets. The first dataset was collected from Twitter3 [45]. It included the
content of more than 500,000 tweets belonging to 1,036 trending topics, which
were manually assigned to one of four categories: news, ongoing events, memes
(trending topics that were triggered by viral ideas) and commemoratives (the
commemoration of a certain person or event that is being remembered in a
given day, for example birthdays or memorials). Table 1 summarises the main
characteristics of the dataset. For the purpose of the experimental evaluation,
each trending topic was considered as a node in the graph, i.e. each node
grouped the tweet set associated to the corresponding trending topic.

The second dataset comprised data from the Flickr collection4 as presented
in [22], with the original images and metadata collected from the NUS-WIDE
dataset5 [5]. For each photo, the dataset included information regarding its
owner, description, title, comments, tags, the groups in which the photo was
posted and its manually annotated labels. Labels were considered as the cat-
egory of photos, and hence the ground truth of the communities. In total, photos

3http://www.twitter.com/
4http://snap.stanford.edu/data/web-flickr.html
5http://lms.comp.nus.edu.sg/research/NUS-WIDE.htm
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Number of Instances 190,339
Number of Textual Features 947,829

Number of Classes 81
Number of Taggers 58,144

Number of Commenters 569,765
Pairs of Photos posted by the same user 77,909

Pairs of Photos posted by users who are friends 8,825,738
Average number of Features per Instance 5
Average number of Instances per Class 1,007

Table 2: Flickr Data Collection Main Characteristics

could be assigned 81 concepts. Concepts were extracted from frequently used
tags in Flickr, representing either general concepts (e.g. “animal”) or specific
concepts (e.g. “dog”), and they belonged to different general categories including
scene, object, event, program, people and graphics. Only those photos contain-
ing at least one tag or description were keep. Additionally, the dataset provided
information regarding edges between photos in Flickr, which allowed to infer
the topological relations between the users and their photos. Such information
included: the number of common tags, groups, and collections, an indicator for
whether both photos were taken in the same location, an indicator for whether
both photos were taken by the same user, and an indicator for whether the
user that had taken the photo source of the edge was socially related to the
user who had taken the other photo in the edge. The last two indicators were
used to define the topological information of the network. For the purpose of
the experimental evaluation, each photo was considered as a node in the graph.
Table 2 summarises the main characteristics of the dataset.

4.2. Experimental Settings
The Java programming language was chosen for implementing the technique.

The graph implementation was based on that of the Gephi Toolkit6. The per-
formance of all node relationships and symmetrisation strategies were evaluated
considering the Gephi implementation of the Louvain algorithm [2]. Nonethe-
less, they could be used in combination with any other community detection
algorithm or technique.

The quality of communities was evaluated by three types of scoring func-
tions. First, functions that characterise the connectivity structure of a given
community, built on the assumption that communities comprise sets of nodes
with many inner connections and few outer connections. Considering the metrics
presented in [37, 18], a correlation analysis between the metrics’ results was per-
formed according to the definitions and methods proposed in [8]. As data failed
the normality tests, correlation was evaluated by the non-parametric Spearman

6http://gephi.github.io/
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Rank Order correlation. Results showed that metrics could be grouped in four
groups, which were represented by CutRatio, Density, FlakeODF (Out Degree
Fraction) and Clustering Coefficient. However, the results for three of the four
groups did not showed significant differences amongst the different combinations
of relations tested for the proposed datasets. Hence, only results of FlakeODF
are reported. Second, a function characterising communities’ content cohesive-
ness: the average Cosine Similarity amongst all node pairs in the community
(named ContentCohesiveness). Third, assuming the existence of class assign-
ments in both datasets (the class of trending topics for the Twitter datasets,
and the photo labels for the Flickr dataset), the entropy of the classes given the
community assignments was also analysed.

To determine whether the graph size has an impact on the quality of the com-
munities discovered by the proposed alternatives, different graphs sizes (ranging
between 50 and 1, 000 posts) were considered in the experimental evaluation.
For each graph size, five random partitions were generated. Then, for clarity of
presentation, results across the different sizes were summarised by their mean
value. For the Twitter dataset, the highest standard deviation on the scores
was 0.03 for the FlakeODF metric. On the other hand, for the Flickr dataset,
the highest standard deviation was 0.1 for the Entropy metric. In both cases,
the deviation in the ContentCohesivess was similar (0.01 approximately).

Evaluation was performed considering both the social and content-based re-
lations presented in Section 3. A social relation (named Social) between two
nodes was established if the authors in a node followed authors of the other
node. Each possible relation was evaluated individually and in combination
with the others. Two variations of the SimilarContent relation were considered:
a variation that created edges between every pair of nodes with a similarity
greater than 0 (named SimilarContent), and one that imposed a minimum sim-
ilarity of 0.6 for connecting two nodes (named SimilarContent-0.6 ). In the
case of the Flickr dataset, an additional content-based relation and two social
based relations were also considered: SimilarComments, TaggedBySameUser
and CommentedBySameUsers.

Generally, the selection of a similarity threshold to deemed two posts as
similar depends on either specialists who fix a value, or trial/error processes,
in which multiple values are tested until the result is satisfactory [10]. When
thresholds are high, there is a risk of not finding interesting items, which in
this particular case are represented by the significant content-based relations.
On the contrary, low thresholds could find multiple irrelevant items. In this
regard, threshold selection should be guided by the characteristics of the network
under analysis, which would condition the distribution of posts’ similarities, thus
indicating the range over which posts similarities spanned. As a result, similarity
thresholds could be defined based on the statistical distribution of similarities
in the dataset. The selection of the statistical metric to guide the selection is
important, as it depends on the distribution type. Assuming the existence of
outliers in the dataset, average measures of data cannot be used, as they do not
give any indication of data dispersion. Instead, statistics that are not based on
the supposition of a symmetric distribution of data, such as the interquartile
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range and outlier distribution, are needed. Outliers were detected using Tukey’s
method [34], setting k = 1.5 as suggested by the author. One of the advantages
of the selected method is that it is applicable to both normal and skewed data
since it does not make any distributional assumptions, and does not depend on
the mean or standard deviation. Instead, it depends on the quartile definition.

When analysing the content similarity distributions for the different parti-
tions of both datasets, it was found that most posts’ similarities were concen-
trated on the lower scores, i.e. the similarity distribution was skew towards the
left tail, indicating that most pairs of posts were not content related. Consid-
ering the skewed characteristics of these distributions, it could be assumed that
as the values detected as outliers represent those values that are dissimilar to
the majority of the values in the distribution, they would represent the scores of
those pairs of posts that could actually be deemed as similar. Hence, the sim-
ilarity distribution was restricted to those scores that were marked as outliers.
The restricted set of similarities was revealed to be more uniformly distributed
than the original one. In this regard, the difference between the mean and
the median scores was lower than the standard deviation, and no outliers were
found for these distributions. Finally, the similarity threshold was defined as
the average of the mean values found for each of the dataset partitions, i.e. 0.6.
Interestingly, the same threshold was found for both datasets.

As exposed, the selection of the thresholds responded to the characterist-
ics of the similarity distribution in the datasets, hence they cannot be directly
generalised to different datasets. In case of analysing another dataset, the par-
ticular thresholds can be computed by the proposed methods. Note that the
statistical properties of the defined threshold could be further explored aiming
at optimising its selection.

As scores are computed for each individual community, they are averaged to
obtain the score corresponding to a given community partition. Interestingly,
several of the combinations of the defined relationships resulted either in only a
single community containing all nodes in the graph, or in as many communities
as nodes, i.e. each node had its own community. In this context, results are only
reported for those alternatives finding a meaningful number of communities, i.e.
a number between 1 and the number of nodes. Additionally, to ensure metrics’
comparability, all results were normalised to the range [0; 1], and adjusted so
that the highest scores represent the best ones.

4.3. Baselines for Comparison
The presented approach was compared to several state-of-the-art techniques.

Particularly, the experimental evaluation considered the alternatives in [40]
(named Zalmout and Ghanem) and [33] (named Tang et al.). The same Twitter
and Flickr datasets were used for this evaluation. A few considerations were
made. Regarding Zalmout and Ghanem., the relationships to consider were
selected according the two dimensions chosen by the authors (i.e. interaction
and similarity dimensions). Nonetheless, considering that the approach cannot
be directly mapped to the setting where our proposed technique is designed
for (i.e. Zalmout and Ghanem [40] focused on networks of users, whilst this
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work focuses on networks of posts), and that the authors did not explicitly
defined the considered data dimensions, the chosen set of relationships to ana-
lyse differs from the original paper. Second, the same implementation of the
Fast Greedy [6] community detection algorithm was used, which was based on
python’s Igraph7. Third, as the selected algorithm generate a full dendrogram,
the original approach required the definition of the number of communities to
choose. For this particular evaluation, the number of communities was set to 6,
8 (the number of communities achieving the best results on the original paper)
and the optimal community partition number based on optimising modularity.

As regards Tang et al., the performance of the four integration alternatives
was compared to the presented approach. In the case of the structural feature
integration, the smile8 library was used for computing the Eigenvectors and
PCA. Utility matrices were built considering the optimisation of modularity.
Similarly to Zalmout and Ghanem, Tang et al. cannot be directly mapped to the
detection of communities of posts as our technique proposes. Hence, the network
dimensions used for analysing results correspond to sets of relationships similar
to the ones originally used by the authors, and the independent combinations of
relations obtaining the best results for our technique. In relation to the selection
of structural features, as the authors only provided absolute numbers of selected
features, for this evaluation, the number of selected features was set to the 10%,
50% and 100% of the total number of features.

4.4. Experimental Results
This section presents the results obtained for the evaluated datasets. For

each dataset, three evaluations were performed. First, the importance of each
independent node relationship was studied. Second, the effect of weighting
the social view with the content-based relations was explored. Finally, the
importance of the symmetrisation alternatives was analysed.

4.4.1. Results for the Twitter Dataset
For this dataset, each node in the graph represented one of the manually

classified trending topics. In this context, nodes could belong to one of the
following categories: news, ongoing events, memes and commemoratives.

Independent Social and Content Views
Figure 4 shows the obtained results for the different combinations of node

relationships using the Naï£¡ve symmetrisation. In general, the combination of
relationships did not achieve neither high FlakeODF nor Entropy results. When
individually assessing the defined relationships (Figure 4a), the content-based
views obtained communities of higher quality than the Social view. Particularly,
all content-based relations allowed improving the FlakeODF results. As regards

7http://igraph.org/python/
8https://github.com/haifengl/smile
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Entropy, the content-based relationships also obtained better results than So-
cial, meaning that only considering the friendship relations between authors is
not enough for identifying communities containing posts belonging to the same
category. This could imply that the interests of users are not limited to only
one category, and thus, they might publish posts belonging to diverse categories
or connect with users posting on diverse categories.

As regards the ContentCohesiveness of communities, only SimilarContent-
0.6 found high quality communities, followed by SimilarContent, meaning that
content-based relations could also introduce noise if not carefully analysed, and
thus highlighting the importance of imposing a minimum threshold of similarity
for regarding two nodes as content-related. The Social view allowed finding com-
munities with a higher ContentCohesiveness than SharedClass, meaning that the
category of posts is less representative of posts’ content than users’ friendship
relations. Nonetheless, the SimilarContent-0.6 and SharedClass views achieved
similar Entropy results, implying that whilst the content of a post is related to
its class, the class of a post is not sufficient to determine its content. Particu-
larly, posts are divided into four categories (news, commemorative, memes and
ongoing events) that do not represent actual posts’ topics, i.e., two post could
belong to the same category but contain unrelated content.

As it can be observed in Figure 4b, the combination of Social and content-
based relationships decreased, in most cases, the quality of communities ob-
tained with respect to the content-based relationships alone. Although com-
bining Social with SharedClass or any variations of SimilarContent improved
the quality of communities regarding the simple Social view, the quality of com-
munities was inferior to that of the individual content-based relations. Hence, it
could be inferred that communities in Twitter might be guided for content-based
relations, rather than for the social connections between users. As previously
mentioned, the heterogeneous nature of social relations could introduce noise,
hindering the identification of high quality communities. Interestingly, com-
bining four of the defined relations (i.e. Social, SharedClass, SharedTag and
any of the SimilarContent variations) obtained similar results to that of only
combining the Social and SharedClass views. This might indicate that the in-
formation provided by SimilarContent is disregarded in presence of the Shared-
Class view. The difference between the SimilarContent alternatives remains
noticeable across the FlakeODF and Entropy results.

The effect of the edge weighting is shown when comparing the ContentCohes-
iveness results of the SimilarContent view individually or in combination with
the Social view. In the former case, such relation allowed to obtain content
cohesive communities. In the latter case, however, the content cohesiveness of
communities was diminished. This could be explained by analysing the absolute
weight of edges. By definition, each relation weight is constrained to the same
range. However, the Social edges are prone to have higher weights than the
content-based edges, thus being more important. For example, a Social relation
between two posts would have a value of 1 in case the authors’ posts are socially
related, and 0 otherwise. In the case of the content-based relations, although
their weights could be 1 (as when two posts belong to the same category), for
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1. SimilarContent-0.6
2. SharedClass
3. Social & SharedClass
4. Social & SharedClass & SharedTag & SimilarContent-0.6
5. Social & SharedClass & SharedTag & SimilarContent

Table 3: Twitter Dataset Results - Ranking of Best Performing Node Relationships (Inde-
pendent Social and Content Views)

the SimilarContent that would indicate that the posts have the exact same con-
tent, which is highly unlikely. As a result, the community detection algorithm
is mostly guided by the Social view instead by the content-based ones. Hence,
reinforcing the importance of adequately weighting the combined relations to
optimise the quality of the discovered communities.

Table 3 ranks the node relationships that obtained the highest quality com-
munity partitions. The ranking was performed by averaging the results of all
evaluation metrics for the Naï£¡ve symmetrisation strategy. All the ranked al-
ternatives improved results of simply using the social relation. Excepting for
the SimilarContent-0.6 and SharedClass relations that were shown to dimin-
ish the quality of communities when combined with the Social view, the other
content-based relations improved their results. For example, the SharedTag
view obtained the best quality communities when combined with both Social
and other content-based relations. Thus, the claim that information pertaining
to a unique source offers a limited view of data is reinforced. These results
allowed to conclude that introducing and combining content-based information
is crucial for improving the quality of communities.

Weighted Social View
Figure 5 shows the results for the Naï£¡ve symmetrisation strategy and com-

binations of node relationships. For clarity reasons, “Social-W-” indicates that
the social information was weighted with the content-based relation immediately
named. As it can be observed, weighting the Social view with the content-based
ones achieved similar results to the independent content-based views. For ex-
ample, the results of Social-W-SimilarContent-0.6 and SimilarContent-0.6 are
alike. However, weighting Social with SimilarContent-0.6 or SharedClass im-
proved the results of their independent combination. For instance, Social-W-
SimilarContent-0.6 improved the results of Social & SimilarContent-0.6. These
results further emphasise the importance of adequately combining social in-
formation with other information sources to improve the quality of the detected
communities. Moreover, using SharedTag for weighting the social information
improved the results of considering it independently from the underlying so-
cial information. Additionally, an adequate weighting of the Social view with
the SimilarContent-0.6 information allowed improving the ContentCohesiveness
results of Social.

Regarding the combination of a weighted relation and other content-based
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Figure 4: Twitter Dataset Results - Independent Social and Content Views
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1. Social-W-SimilarContent-0.6
2. Social-W-SharedClass
3 .Social-W-SharedClass & SimilarContent-0.6
4. Social-W-SimilarContent-0.6 & SharedClass
5. Social-W-SharedTag & SharedClass

Table 4: Twitter Dataset Results - Ranking of Best Performing Node Relationships (Weighted
Social View)

views (for example Social-W-SharedClass & SimilarContent-0.6 in Figure 5b),
results were better than when independently combining them (as shown in
Figure 4b). The FlakeODF and Entropy of communities was improved, i.e.
communities were both more structurally and topically cohesive. Specifically,
the Entropy of communities was high when including the SharedClass view.
However, even though the ContentCohesiveness of communities was improved,
results were still lower than when solely using the content-based views.

Table 4 ranks the node relationships that obtained the highest quality com-
munity partitions. In all cases, the weighted alternatives outperformed the res-
ults of only the Social view. Moreover, the best results were achieved when com-
bining both the weighted social information with another content-based relation.
Interestingly, all of the best ranked relations include either SimilarContent-0.6
or SharedClass, further highlighting their relevance for finding high quality com-
munities. These results reinforce the importance of content-based information
for community detection in social networks. As when assessing the relations
independently, the worst results were obtained when considering SharedTag.

Effect of the Symmetrisation Strategies
Figures 6 and 7 analyse the effect of the presented symmetrisation alternat-

ives on the best performing relationships listed in Tables 3 and 4, respectively.
The most interesting results were those of the Bipartite symmetrisation, which
resulted in the lowest number of reported node relationship combinations. As
the Bipartite symmetrisation imposes a duplication of nodes, the structural
composition of the graph changes, even when considering undirected relations
such as the content-based ones. Consequently, the communities obtained based
only on content relationships also changed. It is worth noting that, except-
ing when combining the Social and the SimilarContent-0.6 relations (which
was not one of the best performing strategies for the Naï£¡ve symmetrisation
strategy), all other combinations were unable to find communities. Interest-
ingly, the SimilarContent-0.6 relation by itself did not found a representative
number of communities. A similar effect is observed for the Bibliometric sym-
metrisation, which reduced the FlakeODF of communities, thus reducing the
quality of the obtained communities in comparison with the other strategies.

The highest differences between the Simple and Naï£¡ve alternatives were
found for FlakeODF in favour of the Simple symmetrisation. These results
allowed inferring that the semantics conveyed by the directionality of social
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Figure 5: Twitter Dataset Results - Weighted Social View
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Figure 6: Twitter Dataset Results - Effect of the Symmetrisation Strategies on the Independ-
ent Relations

relations, when adequately assessed, can help to improve the quality of com-
munities. Thus, it is not only important to select the node relationships to
combine, but also the symmetrisation strategy to use.

As Figure 6 shows, results for each symmetrisation strategy are similar to
that of considering the independent combination of node relationships. As in the
previous case, the Simple symmetrisation technique allowed finding the highest
quality communities, improving the FlakeODF of the communities found by
using the Bibliometric symmetrisation.

Comparison to State-of-the-art Techniques
Figure 8 compares the results obtained for the best combination of rela-

tionships for the independent and the weighted graph derivation with those of
Zalmout and Ghanem for the Twitter dataset. As regards the number of com-
munities, the best results were found when automatically selecting the number
of communities that optimised modularity, instead of when fixing the number of
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communities as in [40]. In addition to those combinations of relationships only
including a Jaccard Similarity assessment (e.g. SharedTag and SharedTerm) as
defined in [40], the performance of Zalmout and Ghanem was also evaluated by
the combinations of relations achieving the best results for our technique. Note
that, for both graph derivations, our technique improves Zalmout and Ghanem’s
results. As it can be observed, the communities found by Zalmout and Ghanem
exhibited low FlakeODF, whilst achieving competitive Entropy (when analys-
ing the independent graph derivation). Interestingly, only the best performing
strategy of Zalmout and Ghanem (Social & SimilarContent-0.6 & SharedClass)
was able to outperform the ContentCohesiveness obtained by our technique.
The worst results Zalmout and Ghanem results were obtained when combining
Social & SharedTag, which were even worse than solely considering Social. The
alternatives considering Jaccard Similarity (as in the original paper) performed
worse than those considering Cosine Similarity, i.e. SharedTag and SharedTerm
obtained communities of lower quality than SimilarContent. Regarding the
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weighted graph derivation, none of the Zalmout and Ghanem evaluated altern-
atives was able to outperform the results achieved with our technique. In av-
erage, the quality differences ranged between 90% and 1183% when considering
the lowest and highest improvements for both graph derivations.

As regards Tang et al., the comparison of results is presented in Figure 9.
Considering the diverse thresholds, the best results were obtained when only
selecting the 10% of the total number of structural features. Regarding the
integration alternatives, similarly to the results in the original paper, the best
results were obtained when integrating the structural features derived from each
utility matrix. As it can be observed, Tang et al.’s results are similar to those
of Zalmout and Ghanem in terms of Entropy. Both FlakeODF and Content-
Cohesiveness were lower than for Zalmout and Ghanem. The best results were
obtained when combining Social & SharedTag & SharedClass & SimilarContent-
0.6, closely followed by Social & SharedClass. Nonetheless, despite considering
the same relations, our technique was capable of finding communities of higher
quality. In average, the quality differences ranged between 186% and 445% when
considering the lowest and highest improvements for both graph derivations.

4.4.2. Results for the Flickr Dataset
For this dataset, each node in the graph represented one of the manually

classified photos, comprising at least one tag or description. Each photo could
belong to 81 different concepts, which represented elements visible in the photos.
Note that photos could be assigned to more than one concept, which might not
match the tag nor description created by the users.

Independent Social and Content Views
Figure 10 shows the results for the Naï£¡ve symmetrisation strategy. Unlike

the results obtained for the Twitter dataset, most combinations of information
sources achieved high Entropy and FlakeODF, implying that the communities
found for this dataset are more strongly connected. Moreover, the quality of
communities is higher than that achieved for the Twitter dataset.

As regards the individual relationships (Figure 10), only SimilarContent-
0.6 achieved relatively high ContentCohesiveness. In spite of creating a dense
graph, the SimilarContent relation did not obtain neither high content nor class
cohesiveness. Additionally, the SimilarComments or SharedTag views did not
report neither highly content cohesive nor structurally connected communities.
As for the Twitter dataset, content and class cohesiveness results were not dir-
ectly correlated, implying a dissociation between the content in the description
and tags, and the label that was assigned to the photos. However, SharedClass
did not achieve the best Entropy results, as it did for the Twitter dataset. These
results imply that for this dataset, the labels assigned to photos are not sufficient
for finding communities of photos belonging to the same category, continuing
to expose the limitations of only using a single information source.

Individually considering the Social relationship achieved high FlakeODF
and the best Entropy results. Thereby, it could be inferred that communit-
ies in Flickr might be guided for social connections between users’ relations,
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Figure 8: Twitter Dataset Results - Comparison to Zalmout and Ghanem [40]’s approach
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rather than for content-based information. This could be related to the high
degree of reciprocity of social relations, which responds to the same character-
istics of offline social relations [14], instead of showing content-based motiva-
tions. Finally, considering other topologically-based social relations (Commen-
tedSameUser and TaggedSameUser) allowed to improve the content cohesive-
ness of communities whilst decreasing Entropy results. These results confirm
the importance of the topological relations for this dataset.

When combining Social with the other content-based relations (Figure 10b),
as for the Twitter dataset, SimilarContent-0.6 decreased its ContentCohesive-
ness results, whilst improving the Entropy of communities. Similarly, Commen-
tedSameUser in combination with the Social view decreased both the Entropy
and ContentCohesiveness of communities. Results showed that combining two
topological relations was not as effective as individually considering them. As
for the Twitter dataset, these results could be explained by the effect of edge
weighting. Moreover, results support the claim that the diverse information
sources might introduce noise, and thus, combining multiple relations might
not always help to improve the quality of communities, as shown by the results
obtained when mixing all information views, whose quality equalled to that of
the worst performing individual content-based view.

Table 5 ranks the node relationships that found the highest quality com-
munity partitions. The ranking was performed by averaging the results of all
evaluation metrics of the Naï£¡ve symmetrisation strategy. As it can be ob-
served, some of the best performing relations differ from those found for the
Twitter dataset. Regarding the content-based relations, only SimilarContent-
0.6 appears amongst the best ranked strategies. The worst results were obtained
by SimilarComments followed by the combination of all relationships. The res-
ults of SimilarComments could be explained by considering that, generally,
comments in social media might be motivated by a desire of expressing opinions
or sentiments, instead of describing the content they are commenting on. As a
result, comments are not descriptive enough for the community detection task,
as they would not help finding content nor class cohesive communities.

Note that the averaged results of SimilarContent-0.6 are better than those
of the Social view due to the improvements in content cohesiveness. Moreover,
combining Social and SimilarContent-0.6 improved the results of the Social
view. As already exposed, Social appears as one of the best ranked relations.
Also TaggedSameUser is one of the best performing relationships. These results
further highlight the importance of the topological relations for this dataset.

Weighted Social View
Figures 11 and 12 show the obtained results for the Naï£¡ve symmetrisa-

tion strategy and the combinations of node relationships. As Figure 11 depicts,
weighting Social with the other defined relations caused all combinations to find
community partitions of similar quality, which coincidently match the results
of only using the Social view. The only exception was when using Shared-
Class as the weighting strategy, which improved the Entropy of communities.
Interestingly, weighting Social with SimilarContent-0.6 or SharedTag did not
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Figure 10: Flickr Dataset Results - Independent Social and Content Views
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1. SimilarContent-0.6
2. Social & SimilarContent-0.6
3. Social
4. TaggedSameUser
5. Social & TaggedSameUser

Table 5: Flickr Dataset Results - Ranking of Best Performing Node Relationships (Independ-
ent Social and Content Views)
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Figure 11: Flickr Dataset Results - Weighted Social View - Individual Relationships

help to obtain a meaningful number of communities. As a result, none of the
alternatives discovered communities with high ContentCohesiveness.

In the overall, weighting and combining the Social relations with the content-
based ones (Figures 12a, 12b and 12c) allowed improving the content cohesive-
ness of communities without reducing their FlakeODF. Moreover, FlakeODF
results were also improved in comparison to the results of using the social and
content-based views independently. As regards ContentCohesiveness, the best
results were obtained when Social was weighted with the other topology-based
relations (as shown in Figure 12c) and combined with SimilarContent-0.6. In-
terestingly, weighting Social with SharedClass (Figure 12b) did not achieved the
best Entropy results. Instead, they were lower than when individually using the
SharedClass view.

Table 6 ranks the node relationships that found the highest quality com-
munity partitions. Unlike when assessing the diverse relations individually, the
ranked alternatives outperformed the results of only considering the Social view.
Moreover, the individual Social view obtained, in average, worse results than
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Figure 12: Flickr Dataset Results - Weighted Social View
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1. Social-W-TaggedSameUser & SimilarContent-0.6
2. Social-W-CommentedSameUser & SimilarContent-0.6
3. Social-W-SharedClass & SimilarContent-0.6
4. Social-W-SimilarContent & SimilarContent-0.6
5. Social-W-SharedTag & SimilarContent-0.6

Table 6: Flickr Dataset Results - Ranking of Best Performing Node Relationships (Weighted
Social View)

when weighting it with other relations. The two best performing combinations
included weighting Social with the other topological-based relationships, evid-
encing the importance of the topological relations for this dataset. Note that
none of the individual weighted relations (shown in Figure 11) ranked amongst
the best performing ones. Instead, all the best ranked relationships include
combinations with SimilarContent-0.6. Thus, it can be inferred that content-
based information was also important for finding high-quality communities as a
complement of other information sources. In addition, TaggedSameUser, Simil-
arComments and SharedTag were shown to achieve better results when used for
weighting the Social view than when individually used. These results remark
the positive effect of weighting the Social view on community quality in con-
trast to individually considering the relations, which confirms the importance
that the underlying social relations have on Flickr.

Effect of the Symmetrisation Strategies
As for the Twitter dataset, Figures 13 and 14 analyse the effect of the presen-

ted symmetrisation alternatives on the best performing relationships listed in
Tables 4 and 6, respectively. The effect of the chosen symmetrisation alternat-
ive over the views’ ability for detecting a representative number of communities
was lower than in the Twitter dataset. In this case, only a few of the proposed
combinations of relations did not found a meaningful number of communities for
only one of the symmetrisation alternatives (the Bipartite one). Remarkably,
one of such views is the Social one. These results confirm the differences between
the diverse symmetrisation alternatives, and how they can affect the quality of
the detected communities. Moreover, these results reinforce the importance of
considering multiple information sources.

Similarly as when analysing the Twitter dataset, the Simple and Naï£¡ve
symmetrisations obtained communities of similar connectivity. These results
could be explained by considering the reciprocity degree of Flickr. Several stud-
ies [23, 17] have shown that the reciprocity in Flickr is higher than the 70%.
Consequently, the number of asymmetric relations is small when compared to
the number of symmetric relations, which implied that the simple symmetrisa-
tion alternative did not contribute with new information, thus finding com-
munities of similar quality. Finally, the Bipartite symmetrisation notably re-
duced the FlakeODF and Entropy of communities. As explained before, even
though relations are symmetric the duplication of nodes imposed by the Bipart-
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Figure 13: Flickr Dataset Results - Effect of the Symmetrisation Strategies on the Independent
Relations

ite symmetrisation, causes changes to the structural composition of the graph,
which accounts for the differences in the quality metrics.

Despite lowering the structural cohesiveness of communities, the Bipartite
symmetrisation in combination with the Social and SimilarContent-0.6 views
allowed to find the most content cohesive communities. These results highlight
the importance of adequately assessing the content-based relations and their
relevance for finding high-quality communities.

Comparison to State-of-the-art Techniques
Figure 15 compares the results obtained for the best combination of rela-

tionships for the independent and the weighted graph derivations with those
of Zalmout and Ghanem for the Flickr dataset. The best results were found
when automatically selecting the number of communities that optimised modu-
larity. Note that both graph derivations are capable of improving Zalmout and
Ghanem results. As it can be observed, Zalmout and Ghanem achieved compet-
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Figure 14: Flickr Dataset Results - Effect of the Symmetrisation Strategies on the Weighted
Relations

itive results in terms of FlakeODF and Entropy. Small differences were found in
favour of our technique for those two metrics. On the other hand, our technique
obtained significantly better community partitions in terms of their Content-
Cohesiveness, even though Zalmout and Ghanem was evaluated considering the
SimilarContent-0.6 relation. Nonetheless, in all cases, for all evaluation metrics,
our technique outperformed every Zalmout and Ghanem results. Interestingly,
the best Zalmout and Ghanem results were obtained when combining Social &
SimilarContent-0.6, which is also the relationship combination that obtained
the best quality partitions for our technique. In average, the quality differ-
ences ranged between 30% and 130% when considering the lowest and highest
improvements for both graph derivations.

As regards Tang et al., the comparison of results is presented in Figure 16.
It is worth noting that not every combination of node relationships, integration
strategies and threshold for selecting structural features could be evaluated due
to the lack of convergence of the Eigenvector decomposition. Considering the

40



ACCEPTED MANUSCRIPT

ACCEPTED M
ANUSCRIP

T

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

FlakeODF

ContentCohesivenessEntropy

Social

SimilarContent-0.6

Social & SimilarContent-0.6

TaggedSameUser

Social & TaggedSameUser

Zalmout and Ghanem - Social & SimilarContent-0.6 &
CommentedSameUser

Zalmout and Ghanem - Social & SimilarContent-0.6 & SharedClass

Zalmout and Ghanem - Social & SimilarContent-0.6 & SharedTag &
SharedClass

Zalmout and Ghanem - Social & SimilarContent-0.6 & SharedTag

Zalmout and Ghanem - Social & SimilarContent-0.6 &
TaggedSameUser

Zalmout and Ghanem - Social & SimilarContent-0.6

Zalmout and Ghanem - Social & TaggedSameUser &
CommentedSameUser& SimilarContent-0.6 & SharedTag &
SharedClass

(a) Independent Social and Content Views

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

FlakeODF

ContentCohesivenessEntropy

Social-W-TaggedSameUser & SimilarContent-0.6

Social-W-CommentedSameUser & SimilarContent-0.6

Social-W-SharedClass & SimilarContent-0.6

Social-W-SimilarContent & SimilarContent-0.6

Social-W-SharedTag & SimilarContent-0.6

Zalmout and Ghanem - Social & SimilarContent-0.6 &
CommentedSameUser

Zalmout and Ghanem - Social & SimilarContent-0.6 & SharedClass

Zalmout and Ghanem - Social & SimilarContent-0.6 & SharedTag &
SharedClass

Zalmout and Ghanem - Social & SimilarContent-0.6 & SharedTag

Zalmout and Ghanem - Social & SimilarContent-0.6 &
TaggedSameUser

Zalmout and Ghanem - Social & SimilarContent-0.6

Zalmout and Ghanem - Social & TaggedSameUser &
CommentedSameUser& SimilarContent-0.6 & SharedTag &
SharedClass

(b) Weighted Social View

Figure 15: Flickr Dataset Results - Comparison to Zalmout and Ghanem [40]’s approach
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diverse thresholds, the best results were obtained when only selecting the 10%
of the total number of structural features. Regarding the integration alternat-
ives, conversely to the results in the original paper and unlike for the Twitter
dataset, the best results were obtained when integrating the utility matrices
corresponding to each of the network dimensions. As it can be observed, Tang
et al.’s results were lower than those of Zalmout and Ghanem, and hence lower
that the results of our technique. Particularly, Tang et al.’s approach did not
discover high quality communities. Interestingly, only one alternative achieved
high FlakeODF, whilst none of them found semantically cohesive communities.
As for Zalmout and Ghanem, discovered communities were not highly cohesive.
As for our technique and Zalmout and Ghanem the best results were obtained
when combining Social & SimilarContent-0.6. Nonetheless, despite considering
the same relations, our technique was capable of finding communities of higher
quality. In average, the quality differences ranged between 233% and 272% when
considering the lowest and highest improvements for both graph derivations.

4.4.3. Summary of Results
Figure 17 compares the results obtained for the best performing node rela-

tionships combinations with the results of only considering the Social view. The
depicted results are averaged across all the considered symmetrisation strategies.
In most cases, considering content improved results of only considering social
information. Additionally, Table 7 summarises the improvements of the best
performing relationship combinations over the Social view, the best Zalmout
and Ghanem (Social & SimilarContent-0.6 & SharedClass for the Twitter data-
set and Social & SimilarContent-0.6 for the Flickr one) and the best Tang et
al. (Social & SharedTag & SharedClass & SimilarContent-0.6 for the Twitter
dataset, and Social & SimilarContent-0.6 for the Flickr one) results. As it
can be observed, the improvements over Tang et al. are higher than those over
Zalmout and Ghanem for both datasets.

Regarding the Twitter dataset, the highest improvements with respect to
only using the Social view, were obtained for both ContentCohesiveness and
FlakeODF, which all combinations of strategies were able to outperform. These
results imply that integrating content-based information to the community de-
tection process always decreased the ratio of nodes that have more outer con-
nections than inner ones. On the other hand, for the Flickr dataset, all com-
binations of relationships improved in average the quality of communities with
respect to only using the Social view. As for the other dataset, the highest
improvements were observed for the content cohesiveness of communities.

Considering the number of detected communities, most of the alternatives
resulting in only one community were those combining all node relationships.
These results agree with those in [32] that stated that considering multiple
relations does not always improve quality results. This could be due to the
fact that adding multiple relations creates a tightly connected and dense graph,
which is difficult to partition. Conversely, in some cases individual relations
led to an equal number of communities and nodes. It could be inferred that
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Figure 16: Flickr Dataset Results - Comparison to Tang et al. [33]’s approach
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individual relations might not be sufficient to effectively partition graphs, as
such relationships tended to create sparse graphs.

As regards the effect of the symmetrisation alternatives, results showed that
the diverse strategies had a differentiated impact on the quality of the detected
communities. Particularly, the Bipartite symmetrisation was shown to decrease
the quality of communities regardless the information sources under consid-
eration for both datasets. On the other hand, the Simple and Bibliometric
symmetrisations were shown to obtain similar results for the best performing
combinations of relationships, showing that increasing the complexity of the
symmetrisation alternative does not necessarily imply an improvement of the
quality.

In summary, weighting the social information with the content-based rela-
tions achieved better results than independently combining them. Additionally,
it is reinforced the necessity of adequately choosing not only which information
sources to combine, but also how to combine them to effectively improve the
quality of the detected communities.

The performed analysis over two real-world datasets allowed to show the
benefits of applying the presented technique in comparison to state-of-the-art
techniques, and to infer guidance for integrating multiple views for detecting
communities in social networks. As regards the content-based relationships,
results showed that a minimum similarity threshold should be imposed on the
content similarity for obtaining meaningful communities, as creating a full dense
graph did not result in high quality communities. Additionally, the content of
posts was reported to be more useful than the tags or hashtags assigned by users.
Comments should be useful in those cases the goal is to find sentiment guided
or polarised communities, otherwise they were shown not to be useful. Class or
category information might be of interest, however, if no knowledge regarding
whether the classes are determinant of the natural division of communities,
they should not be used for linking the nodes. With respect to the topology-
based relations, if the degree of reciprocity of relations is unknown, applying a
symmetrisation strategy is recommended. Adequately weighting the relations is
important, as weighting them yielded better results than indiscriminately adding
new information sources. It is worth noting that if the number of detected
communities is close to the number of nodes in the graph (for example, in a
graph of 100 nodes, each community has in average 2 or 3 nodes) or it is close
to 1 (for example, finding 1 or 2 communities in a graph comprising 100 nodes)
it is recommended to either remove some of the considered node relationships
of modifying their weights.

Finally, the intrinsic characteristics of the social network under analysis could
also help to guide the selection of the relationships to consider. For example,
on Information Oriented Networks, such as Twitter, content-based relations are
more important than social relationships for finding high-quality communities.
Nonetheless, social relations could also help to discover content-related com-
munities. On the other hand, for Social Oriented Networks, in which the Social
view is important, such as Flickr, only considering social relations might be
sufficient for finding highly structurally connected communities. Furthermore,
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it is important to note that the friendship relationships is not the only source of
topological information, the diverse social relations available should be explored
in order to improve the quality of the found communities.

5. Conclusions

This work aimed at integrating multiple information sources for performing
community detection in social networks. The proposed technique tackled the
problem of how to combine several information sources for effectively finding
high-quality community partitions. Moreover, it proposed several alternatives
for adequately considering the semantics conveyed by directed relations.

Experimental evaluation conducted on two real-world social media dataset
demonstrated that the different information sources offer complementary views
of data. Each type of relation was shown to have a distinguished effect on
the quality of the detected communities. Thus, results reinforced the fact that
community detection techniques could benefit from the integration of multiple
and diverse information sources. Furthermore, the strategies for conveying the
semantics of directed relations also showed differentiated effects on community
quality. However, results also showed that a naï£¡ve combination of information
sources and symmetrisation strategies could result in low quality results, imply-
ing that the relations have to be carefully used to achieve a positive effect on
the quality of communities. Nonetheless, the study also showed that the diverse
social networking sites have different motivations for the interactions between
users (both social and content-based), which might affect the relevance of the
information obtained through the different information sources. For example,
Twitter was shown to be more content-driven, whereas Flickr showed a bias
towards the underlying social relations. This implies that the intrinsic charac-
teristics of social media data have to be taken into account when selecting the
information to consider in the community selection process.

As regards future work, additional alternatives for considering the direction-
ality of edges could be explored. For example, the metrics used for assessing
the quality of the detected communities could be extended to consider edge dir-
ectionality. Moreover, such metrics could be also extended to include a content
cohesiveness assessment of communities. Regarding relation combination, the
chosen graph representation collapses possibly heterogeneous information into a
unique and homogeneous space, ignoring the possible differences amongst such
relations. Hence, a multi-graph representation in which each relation is repres-
ented as a separated dimension could be devised. This representation would
also allow optimising the community partition at each dimension individually.
Additionally, it could be assessed whether it is beneficial to scale the weights
of relations according to certain factors. Finally, the possibility of considering
overlapping communities could be also studied.
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