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"Fake news is made-up stuff, masterfully manipulated to look like credible 
journalistic reports that are easily spread to large audiences willing to believe the 

fictions and spread the word"

Fake news are among us!
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"Fake news is made-up stuff, masterfully manipulated to look like credible 
journalistic reports that are easily spread to large audiences willing to believe the 

fictions and spread the word"

Fake news are among us!

Always existed!!

The King’s Health is Failing 
(mid 1700s – Jacobite rebellion)

Life on the Moon 
(1835)

World War One Fake News 
(1917)

Jack the Ripper 
(1888)
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Fake news are among us!
…but it is not only Fake News!

https://firstdraftnews.org/latest/fake-news-complicated/

https://firstdraftnews.org/latest/fake-news-complicated/
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Fake news are among us!
…but it is not only Fake News!

Rumours. For example, 
related to the attack of 

Charlie Hebdo, advices for 
preventing COVID…

In most cases, no harm is 
meant, people is caught 
up in the moment trying 
to be helpful and do not 

inspect what they are 
sharing.

https://firstdraftnews.org/latest/fake-news-complicated/

https://firstdraftnews.org/latest/fake-news-complicated/
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Fake news are among us!
…but it is not only Fake News!

Hoaxes and what we 
traditionally call “Fake 
News”, rumours that 

could have legal 
consequences, 

accusations.

https://firstdraftnews.org/latest/fake-news-complicated/

https://firstdraftnews.org/latest/fake-news-complicated/
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Fake news are among us!
…but it is not only Fake News!

Leaking information with 
the intent to harm, but 
not realizing that the 
leaked information is 

false. 

https://firstdraftnews.org/latest/fake-news-complicated/

https://firstdraftnews.org/latest/fake-news-complicated/


10

Fake news are among us!
…Mis- and Dis-information

Satire or Parody

No intention to cause harm, but has 
potential to fool

Misleading Content

Misleading use of information to 
frame an issue or individual

Imposter Content

When genuine sources and 
impersonated

Fabricated Content

New content is 100% false, designed 
to deceive and do harm

False Connections

When headlines, visuals or captions 
don’t support the content

False Context

When genuine content is shared with 
false contextual information

Manipulated Content

When genuine information or 
imagery is manipulated to deceive

https://firstdraftnews.org/latest/fake-news-complicated/

https://firstdraftnews.org/latest/fake-news-complicated/
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Fake news are among us!
…Mis- and Dis-information

Satire or Parody

No intention to cause harm, but has 
potential to fool

Fabricated Content

New content is 100% false, designed 
to deceive and do harm

False Connections

When headlines, visuals or captions 
don’t support the content

Manipulated Content

When genuine information or 
imagery is manipulated to deceive

https://firstdraftnews.org/latest/fake-news-complicated/

Why?
• To provoke.
• To profit.
• For political influence.

• Propaganda.
• Partisanship.
• Poor journalist.

Misleading Content

Misleading use of information to 
frame an issue or individual

Imposter Content

When genuine sources and 
impersonated

False Context

When genuine content is shared with 
false contextual information

https://firstdraftnews.org/latest/fake-news-complicated/


Social media aggravates the problem!!
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A photo or comment that is 
posted online, and then 

shared by many people goes 
viral, spreading from one 

person to many as quickly as a 
virus does.

Fake news are among us!
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https://medium.com/@tobiasrose/empathy-to-democracy-b7f04ab57eee#.100kciuhj

Fake news are among us!
Social media aggravates the problem!

https://medium.com/@tobiasrose/empathy-to-democracy-b7f04ab57eee#.100kciuhj
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What is Social Media doing?
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Fake news are among us!
What is Social Media doing?



• Social media represents the ideal environment for undesirable phenomena!
• The dissemination of unwanted or unreliable content, and misinformation.

• A threat to the access to reliable and trustworthy information and the establishment of reliable social relations.
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Fake news & Social Media!



• Social media represents the ideal environment for undesirable phenomena!
• The dissemination of unwanted or unreliable content, and misinformation.

• A threat to the access to reliable and trustworthy information and the establishment of reliable social relations.

Social media provides a great
opportunity to learn about events and news.

Social media produces scepticism amongst users 
as relevant and accurate information coexist with 

unreliable and undesired information.
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• Social media represents the ideal environment for undesirable phenomena!
• The dissemination of unwanted or unreliable content, and misinformation.

• A threat to the access to reliable and trustworthy information and the establishment of reliable social relations.

Social media provides a great
opportunity to learn about events and news.

• The growing spread of undesired content motivated the assessment of the reliability of information. 
• The vulnerability of individuals and society to the manipulations is still unknown. 

Social media produces scepticism amongst users 
as relevant and accurate information coexist with 

unreliable and undesired information.
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Fake news & Social Media!



low cost of producing 
fraudulent sites

increasing availability and 
popularity of social media
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low cost of producing 
fraudulent sites

increasing availability and 
popularity of social media
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Fake news & Social Media!



overflows legitimate users with 
unreliable information

influences public opinion

rapid creation and dissemination of misinformation

low cost of producing 
fraudulent sites

increasing availability and 
popularity of social media

The value and quality of the social Web diminishes!!
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Fake news & Social Media!



• The development of methods for automatically detecting undesired content is essential.
• Such detection is not simple. 
• Mainly based on one of three aspects: 

• Textual content.

• The responses received.

• The identification of the content promoters.
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• The development of methods for automatically detecting undesired content is essential.
• Such detection is not simple. 
• Mainly based on one of three aspects: 

• Textual content.

• The responses received.

• The identification of the content promoters.

Each type of unwanted content may 
have different textual indicators. 

Responses focus on content propagation 
requiring access to large amounts of data.

• Based on the same characteristics as the detection of unreliable content.
• Mostly, techniques attempt to determine only if an account is a certain type of 

unwanted user (binary classification).
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What has been done?



1. Identification requires more than text analysis, hence 
multiple sources of information must be integrated. 

2. Bots and accounts spreading misinformation modify their 
behaviour patterns in an attempt to go unnoticed. 

3. Techniques may be over-trained for a specific type of 
misinformation or spam campaign, limiting its applicability in 
broader domains.

4. As undesired content does not appear spontaneously, it is 
vital to analyse who published it, its intentions and processes.
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Detection will be less effective if training 
data is not periodically updated. 

What has been done?
Challenges



Detection will be less effective if training 
data is not periodically updated. 

It can be challenging given the 
incompleteness, noise and volume of it. 

1. Identification requires more than text analysis, hence 
multiple sources of information must be integrated. 

2. Bots and accounts spreading misinformation modify their 
behaviour patterns in an attempt to go unnoticed. 

3. Techniques may be over-trained for a specific type of 
misinformation or spam campaign, limiting its applicability in 
broader domains.

4. As undesired content does not appear spontaneously, it is 
vital to analyse who published it, its intentions and processes.

35

What has been done?
Challenges



Each type of misinformation presents 
particular characteristics, which must be 

taken into account for detection.
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Detection will be less effective if training 
data is not periodically updated. 

What has been done?
Challenges



Each type of misinformation presents 
particular characteristics, which must be 

taken into account for detection.

Affected by the lack of integration of 
multiple sources of information, the 

updating of techniques and the disregard of 
the interrelation between different social 

platforms.

It can be challenging given the 
incompleteness, noise and volume of it. 

1. Identification requires more than text analysis, hence 
multiple sources of information must be integrated. 

2. Bots and accounts spreading misinformation modify their 
behaviour patterns in an attempt to go unnoticed. 

3. Techniques may be over-trained for a specific type of 
misinformation or spam campaign, limiting its applicability in 
broader domains.

4. As undesired content does not appear spontaneously, it is 
vital to analyse who published it, its intentions and processes.
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Detection will be less effective if training 
data is not periodically updated. 

What has been done?
Challenges



And what about recommendations?
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Recommending similar elements 
is NOT sufficient to ensure reliability!
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And what about recommendations?
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Recommending similar elements 
is NOT sufficient to ensure reliability!

We need Relevant and Trustworthy recommendations!

New challenges!



User trustworthiness
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Measuring trustworthiness has been 
important in psychology and social 
sciences. 



User trustworthiness
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Measuring trustworthiness has been 
important in psychology and social 
sciences. 

Various factors to consider:
• Personal relationships.
• Past experiences of a user with their friends.
• Actions and opinions made in the past.
• … 

In social media focuses on behaviours expressed 
in the way information is produced and shared. 

No attention to the principle of unequal participation.
Largest proportion of content is created by the minority 

of users, whilst the other are lurkers.



User trustworthiness
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Measuring trustworthiness has been 
important in psychology and social 
sciences. 

Few studies have incorporated this concept to: 
• Social media
• The proliferation of unwanted content 

recommendations



User trustworthiness
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Measuring trustworthiness has been 
important in psychology and social 
sciences. 

Few studies have incorporated this concept to: 
• Social media
• The proliferation of unwanted content 

recommendations

• Generally studied in the context of 
collaborative filtering to:
• Determine the reliability of users’ 

ratings.
• Mitigate the cold start problem. 

• Aspects specifically related to 
unwanted content are not considered.

• Require explicit reputation indicators.
• Do not consider the dynamism of the 

social environments.



More challenges and questions!
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How recommender systems influence 
the propagation of harmful content?

Is there a benchmark of data?

How to dynamically 
characterize users?

How to characterize users?
How trust needs to be adapted to 

changes in behaviour?

How to integrate trust in 
recommender systems?
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More challenges and questions!
Where is the data?
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• Even though some computational solutions have been presented, the lack of common ground and public 
datasets has become one of the major barriers. 

• Not only datasets are rare, but also they are mostly limited to only the actual shared text.

• Create a publicly available dataset!
• Comprising multi-sourced data including:

• Textual and multimedia content.
• Social Context.
• Temporal information. 

• Potential uses:
• Undesired content and user detection.
• Evolution and engagement cycle.
• Debunking process.
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• Even though some computational solutions have been presented, the lack of common ground and public 
datasets has become one of the major barriers. 

• Not only datasets are rare, but also they are mostly limited to only the actual shared text.

• Create a publicly available dataset!
• Comprising multi-sourced data including:

• Textual and multimedia content.
• Social Context.
• Temporal information. 

• Potential uses:
• Undesired content and user detection.
• Evolution and engagement cycle.
• Debunking process.

Automatic
Classification



More challenges and questions!
How to characterize users?

52

• Most studies focus on examining users’ motivations
and attitudes towards adopting a particular social 
media network, instead of investigating the processes
of information (and misinformation) diffusion. 

• Define a hierarchical conceptual model to characterise
different aspects of the information diffusion process, 
focusing not only in the information being
disseminated, but also on the role of users in such
process.

• Shed some light on the psychological and social 
motivations, and attitudes towards the diffusion and 
consumption of content in social media. 
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individual published messages. 
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• Most studies focus on examining users’ motivations
and attitudes towards adopting a particular social 
media network, instead of investigating the processes
of information (and misinformation) diffusion. 

• Define a hierarchical conceptual model to characterise
different aspects of the information diffusion process, 
focusing not only in the information being
disseminated, but also on the role of users in such
process.

• Shed some light on the psychological and social 
motivations, and attitudes towards the diffusion and 
consumption of content in social media. 

Conversational Thread Layer. Messages 
generally belong to defined conversational 

threads in which users engage with the 
shared content by reacting to it. 
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• Most studies focus on examining users’ motivations
and attitudes towards adopting a particular social 
media network, instead of investigating the processes
of information (and misinformation) diffusion. 

• Define a hierarchical conceptual model to characterise
different aspects of the information diffusion process, 
focusing not only in the information being
disseminated, but also on the role of users in such
process.

• Shed some light on the psychological and social 
motivations, and attitudes towards the diffusion and 
consumption of content in social media. 

User Layer. Focuses on the messages and interactions 
of the individual users. 



More challenges and questions!
How to characterize users?
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• Most studies focus on examining users’ motivations
and attitudes towards adopting a particular social 
media network, instead of investigating the processes
of information (and misinformation) diffusion. 

• Define a hierarchical conceptual model to characterise
different aspects of the information diffusion process, 
focusing not only in the information being
disseminated, but also on the role of users in such
process.

• Shed some light on the psychological and social 
motivations, and attitudes towards the diffusion and 
consumption of content in social media. Group Layer. Focuses on the behaviour of users in relation to 

others in terms of their activity and interaction.



More challenges and questions!
Tackling recommender systems
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• Study how recommender systems affect the dissemination of unwanted content and users.
• How patterns of exposure and viralization of the recommended elements is modified.

• Design strategies for assessing and explaining the trustworthiness of the recommended
users and content, and why the recommendations were made.
• Based on the current interests and behaviors of users and their exposure and interactions with

their social circles.
• Raise awareness of users towards unreliable content and users, and how to spot them!

The same concepts in which recommenders rely make them facilitators 
of such unwanted diffusion. 



More challenges and questions!
What have we already done?
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• Explored the dynamics of social networks in terms of homophily.

• Studied the importance of personality and user behaviour in user 
recommendation.

• Proposed a recommendation technique that adapted over time the 
recommendation criteria to the characteristics of previously selected friends.

• Studied user influence.



More challenges and questions!
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• Exploited the linked nature of social media for community detection.

• Applied community detection for discovering groups of friends and provide 
recommendations tailored to the characteristics of each group.

• Studied writing styles in relation to personality and gender.

• Explored the detection of aggressive content and aggressors in the context of 
cyberbullying.

• Implemented Faking It!, the tool for gathering data!
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• Exploited the linked nature of social media for community detection.

• Applied community detection for discovering groups of friends and provide 
recommendations tailored to the characteristics of each group.

• Studied writing styles in relation to personality and gender.

• Explored the detection of aggressive content and aggressors in the context of 
cyberbullying.

• Implemented Faking It!, the tool for gathering data!

We are far from 
finished!!
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What can we all do about it?

62

Do you recognize the source? Have you 
heard of it before?

Check the headline

Do links look suspicious?

Is formatting unusual?

Check the photos!

How long ago was the story published? 
Does the timeline make sense?

Check the story!
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Understand when a message is forwarded

Check photos and media

Look for messages that look different

Check your biases

Fake news often goes viral

Verify with other sources
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Fake News on Twitter and Facebook: Investigating How People (Don't) Investigate

https://www.washington.edu/news/2020/03/18/how-people-investigate-fake-news-on-twitter-and-facebook/

What can we all do about it?

What people do when they see a post…

Choose to ignore

• Too long
• Little user engagement
• It is an ad
• Not relevant

Be skeptical

• Looks edited
• Seems unbelievable
• Weird context

Take at face value

• Trusting the poster
• Confirmation bias
• Overconfident
• Other cognitive biases

Choose not to investigate

• Political burnout
• Not interested
• Hard on smart phone
• No time

Investigate

• Directly investigate claims 
• Evaluate information
• Evaluate source
• Compare with other 

sources
• Use comments

Engage

• Like or share
• Trust as is

https://www.washington.edu/news/2020/03/18/how-people-investigate-fake-news-on-twitter-and-facebook/
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With great power comes 
great responsibility.



What can we all do about it?
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Question everything!! 

With great power comes 
great responsibility.



Thanks!
Questions?
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